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        FSA

                                                                                                 for the Previous 72-Hours


	Current Status as of 8:00am, 

Mon, Jan 5, 2004
	

	INFRASTRUCTURE
	APPLICATION
	
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Recovery Time
	Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	(
	(
	Debt Management Collection System (DMCS)
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	Direct Loan (DL) Consolidation
	
	(
	(
	100%
	*** 12/19, 08:12 pm - 09:45 pm the LC Website was unavailable to users due to a script announcing that maintenance was being performed kicked-off. CSC notified EDS and the notice was removed to allow users access to the site once again as no maintenance was scheduled.   USD Ticket AM2849461, RCA Report ECD: completed. CONCLUSION:  EDS staff removed the maintenance page.  The crontab entries for the maintenance page(s) should be monitored more closely by the application team and updated appropriately for scheduled maintenance periods.
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	DL Servicing
	
	(
	(
	100%
	*** 12/21, 11:00am – 12/22, 4:00pm, DLSSOnline.com users were unable to access the PIN site because the wrong Verisign certificate was issued on the DLSS site. CSC made the appropriate certificate changes and the PIN site became accessible to all users. USD ticket AM2850749.
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	Credit Management Datamart (CMDM) 
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	Delinquency Loan Datamart (DLM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	FP Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	NSLDS
	
	(
	(
	99

%
	· 1 / 2, 8:42am - 3:57pm, NSLDSFAP website was in a degraded state as a result of an application change performed by the application support team. There were corrupted DLL files on SFANT058. These files were copied from SFANT056 and SFANT057 to correct the problem. USD ticket AM2865774.

· 12/21, 12:54 pm - 05:30 pm  the NSLDS mainframe experienced a DASD hardware failure on drive CD20. This also affected the NSLDSFAP and NSLDSPROD Websites as users were unable to reach the database. Fujitsu came onsite and replaced the faulty equipment. Once the system was back up a power-on reset was also performed to alleviate a channel error degraded state. USD AM2849808, RCA Report 1/6/04.
	NSLDS FAP web users
	3:57pm on 1/2
	George Altiery, CSC, 202.842.8614

Mike Fillinich, FSA, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	(
	(
	eZ-Audit
	
	(
	 (   
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	PEPS


	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC

203.317.4816

Bing Yi, FSA, 202.377.3583

	(
	(
	EAPP
	
	(
	(
	100%
	· 12/22, 12:21pm – 3:28pm, The ELIGCERT website was unavailable due to a change performed by application support. CSC was supplied incomplete instructions for compiling the instances connecting the site to the database. CSC corrected these connections to the database to alleviate the problem. USD Ticket AM2852194, RCA Report ECD 1/7/04.

· 11/01, 12:14pm – 1:37pm, ELIGCERT website was unavailable.  A re boot of the server was required to restore connectivity. Investigation is ongoing for problem determination and resolutions.  ANALYSIS:  NT Support checked the system audit log files and found that the Oracle_Web_Listener service was logging errors when initializing after the scheduled weekly reboot.  The application audit log file also showed FATALINIT errors reported by the Oracle_Web_Listener.  Eventually these errors caused the Oracle_Web_Listener service to abort, which in turn hung the system, making the website unavailable. NT Support contacted the System Data Base Administrator (DBA) to check for any information in the Oracle database log files that would explain the errors.  The DBA reported no errors, and suggested we contact the Application Support team for assistance in determining the source of the Oracle_Web_Listener service errors.  NT Support will continue to investigate the root cause of this problem. AHD # AM2729302, RCA Report ECD: 1/8/04.
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	eCBS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

Bing Yi, FSA, 202.377.3583

	(
	(
	CBS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

Bing Yi, FSA, 202.377.3583

	(
	(
	IFAP
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	COD EAI Network Interface
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, FSA, 202.377.3056

	(
	(
	Schools Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	Students Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FAFSA Demo
	
	(   
	(      
	100%
	· *** 12/17, 10:16pm – 10:20pm, FOTW-Demo users were locked up due to a Max-Clients condition that was affecting the website. CSC and Accenture support were notified. The condition cleared before any action was taken. It is believed that a sudden burst of spider traffic/activity caused the problem. Investigation by the Tiger Team of support personnel is continuing to determine root cause and prevent future occurrences. USD Ticket AM2843993, RCA Report ECD: completed. CONCLUSION: No direct action was taken by the technicians to correct the max client situation. Max client levels returned to normal within 15 to 20 minutes. A check of the logs showed no errors. The reason for the rapid increase in front-end traffic that resulted in the max client situation is basically unknown at this time. The only possible lead is that the logs do indicate spider activity just prior to the spike but no further information from the logs can confirm whether this activity caused the spike.  This incident was not related to the other problems seen lately with memory leaks or Neon driver issues. 

· *** 7/20, 07:30 - 09:13pm, FAFSA Demo was unavailable due a file system problem. The file system was not mounted, a File System Check (FSCK) was performed to clear errors and the file system was remounted to clear the problem. Multiple paths will be implemented to prevent a similar outage.  NOTE: The connection between the SU35E10 server and the Storage Area Network disk was lost.  Access to the FAFSA Demo and EZAUDIT web sites was affected for 1 hour and 43 minutes. AHD # 4770275. 
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FAFSA
	
	 (   
	(
	99%
	· 1 / 4, 7:30pm - 8:20pm, FOTW users were unable to do School Code Lookups or save their applications due to temp file problem. The temp files were recreated to allow users full functionality on the site. USD ticket AM2867281.

· 1/4, 3:19pm - 5:30pm, FOTW users were receiving error messages due to a clone problem on HPN4. The clone was recycled to alleviate the problem. USD ticket AM2867245.

· *** 12/17, 10:16pm - 10:20pm, FOTW users were locked up due to a Max-Clients condition that was effecting the website. CSC and Accenture support were notified. The condition cleared before any action was taken. It is believed that a sudden burst of spider traffic/activity caused the problem. Investigation by the Tiger Team of support personnel is continuing to determine root cause and prevent future occurrences. USD Ticket AM2843993, RCA Report ECD: completed. CONCLUSION: No direct action was taken by the technicians to correct the max client situation. Max client levels returned to normal within 15 to 20 minutes. A check of the logs showed no errors. The reason for the rapid increase in front-end traffic that resulted in the max client situation is basically unknown at this time. The only possible lead is that the logs do indicate spider activity just prior to the spike but no further information from the logs can confirm whether this activity caused the spike.  This incident was not related to the other problems seen lately with memory leaks or Neon driver issues.
· *** 12/15, 2:45pm – 2:46pm, Degradation.  Clone 2 on HPN4 recycled itself due to a fault in the Shadow Direct interface. Any users on that clone were required to refresh their session to re-establish their connection to the site. CSC is continuing to investigate for problem determination and resolution. USD Ticket AM2836575, RCA Report ECD: completed.  CONCLUSION: Nothing was done to recover the clone it restarted itself. A Middleware technician was on the Middleware web page and saw the box restart itself. The technician actually called in the ticket in order to document the problem after verifying that the clone was operational.  The Neon driver (Version 3.1) on HPN4 for the Shadow Direct Interface encountered a segmentation fault, which in turn caused the clone to restart. Event has been observed before with Servlets that use the shadow interface.  CSC & Accenture agreed that the latest Neon driver (Version 3.9) should not be used in order to minimize risk going forward. Problems were encountered during testing of Version 3.9. Therefore, decision was made to utilize driver one rev older (Version 3.8) that was successfully used during performance testing. Version 3.8 of the driver will be installed on 1/11/04.  Ticket has been opened with Neon to get their assistance in the diagnosis and permanent resolution of the problem that we are experiencing with Version 3.9.
· *** 12/12, 10:45am – 11:25am, FAFSA was unavailable. There was a cable that was dislodged at the VDC, which brought down the Network Dispatcher servers, E1 and E2.  USD # AM2831114, RCA Report completed.  CONCLUSION:  Reseat plug into the receptacle and reboot eNetwork Dispatcher servers.  Emergency cable work caused a power failure.  While the cable work was the primary cause of the problem, a secondary cause was the manner in which power was supplied to the effected equipment.  An audit of power installation techniques will be performed and any non standard power installations will be brought to standard.  
· *** 11/18, 7:00pm – 9:20pm, Due to a recurring problem concerning with Max Clients there was an outage.  IHS and several clones were restarted to alleviate the problem. USD # AM2774951, RCA Report completed.  CONCLUSION: Restarted clones on PIN Servers (HPN7 and FSASVMRD-19) and clone 1 on HPN16. The IHS processes on the web servers were also restarted in order to clear the problem and restore PIN access. The IHS processes on the web servers were recycled a second time in order to restore full FAFSA functionality.  
· *** 10/29, 1:17am – 3:45am, FAFSA was unavailable.  Users were intermittently receiving various error messages and/or experiencing slow response. Clones were restarted to alleviate the situation. Log dumps were taken and are being evaluated for problem determination and future problem resolutions. USD # AM AM2718729.  ANALYSIS:  The root cause of this problem hasn’t been identified but CSC is still waiting feedback from IBM on results of their analysis of the logs. It was confirmed that two clones on the application servers failed and that the IHS web server did not mark the clones down. As a result, the IHS servers continued to try and send data to the failed clones. The maximum number of connections was soon reached. At that point, no additional connections were accepted and users began experiencing problems. Why these clones failed and why the IHS web server didn’t acknowledge them down has not been established. RCA Report completed.
· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action. AHD 4813738 (SU22E1) & 4813718 (SU22E2).  RCA Report ECD: 1/31.
	FAFSA web users
	8:20pm on 1/4
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	CPS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Jim Cunningham, FSA, 202.377.3577

	(
	(
	PIN Site
	
	(   
	(
	100%
	· *** 12/17, 10:16pm - 10:20pm, Pin users were locked up due to a Max-Clients condition that was effecting the website. CSC and Accenture support were notified. The condition cleared before any action was taken. It is believed that a sudden burst of spider traffic/activity caused the problem. Investigation by the Tiger Team of support personnel is continuing to determine root cause and prevent future occurrences. USD Ticket AM2843993, RCA Report ECD: completed. CONCLUSION: No direct action was taken by the technicians to correct the max client situation. Max client levels returned to normal within 15 to 20 minutes. A check of the logs showed no errors. The reason for the rapid increase in front-end traffic that resulted in the max client situation is basically unknown at this time. The only possible lead is that the logs do indicate spider activity just prior to the spike but no further information from the logs can confirm whether this activity caused the spike.  This incident was not related to the other problems seen lately with memory leaks or Neon driver issues.
· 12/12, 10:45am – 11:25am, FAFSA was unavailable. There was a cable that was dislodged at the VDC, which brought down the Network Dispatcher servers, E1 and E2.  USD # AM2831114, RCA Report completed.  CONCLUSION:  Reseat plug into the receptacle and reboot eNetwork Dispatcher servers.  Emergency cable work caused a power failure.  While the cable work was the primary cause of the problem, a secondary cause was the manner in which power was supplied to the effected equipment.  An audit of power installation techniques will be performed and any non standard power installations will be brought to standard.  
· 11/18, 7:00pm – 9:20pm, Due to a recurring problem concerning with Max Clients there was an outage.  IHS and several clones were restarted to alleviate the problem. USD # AM2774951, RCA Report completed.  CONCLUSION: Restarted clones on PIN Servers (HPN7 and FSASVMRD-19) and clone 1 on HPN16. The IHS processes on the web servers were also restarted in order to clear the problem and restore PIN access. The IHS processes on the web servers were recycled a second time in order to restore full FAFSA functionality.  
· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action. AHD 4813738 (SU22E1) & 4813718 (SU22E2).  ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FFEL
	
	(
	(
	100%
	*** 12/15, 12:33pm - 12:42pm, TSO and CICS users were clocking on the system and new users were unable to logon due to a looping CICS transaction L145. CSC and Raytheon support are working on this problematic transaction. USD Ticket AM2835054.
	
	
	George Altiery, CSC, 202.842.8614

Gail Gurley, FSA, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	100%
	12/11, 06:00am - 10:44am, FMS users were unable to connect to the Oracle database. The Oracle DB Listener was down. CSC support restarted the Listener manually. The listener did not restart as part of the daily reboot. CSC and Oracle support are continuing to investigate for problem determination and to prevent future occurrences. USD ticket AM2827630, RCA Report ECD: 12/30/03.
	
	
	George Altiery, CSC, 202.842.8614

Yolanda Brooks, FSA, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	(
	(
	Students.gov
	
	(
	(
	100%
	*** 12/14, 3:00 – 3:43pm, The database did not come up properly after the backup window. CSC support is still investigating the root cause of this incident. Might be backup related.  AHD #  AM2833202, RCA Report completed. CONCLUSION:  The Oracle database was restarted. A timing problem with two of the net-backup scripts, which ran and completed at the exact same time, caused one of the scripts to fail, which was the script that restarts the “students.ed.gov” database after a backup is complete. In order to prevent this issue from happening in the future, data streaming will be removed from the backup classes. This action will eliminate the net-backup script itself, which failed to work properly.  
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	(
	(
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	(
	( 
	100%
	*** 10/22, 04:28pm-05:26pm, FP.ED.GOV & STUDENTAID.ED.GOV  were unavailable. CSC & IBM are continuing to investigate for problem determination & resolution. USD # AM2703430, RCA Report completed.  CONCLUSION: There were several problems in the ITA environment with unknown causes. The most visible was the regular restarting of the FAFSA demo clone and this problem, where the memory in the studentdaid.ed.gov clone caused both clones to fail. There were three events that occurred which brought stability to the ITA and removed the anomalies. The most likely of the three to be the root cause of these problems is most likely related to the removal of SU35E8 from the ITA WebSphere Admin domain. The out of Memory issue on su35e9 on the studentaid.ed.gov clone caused the clone to fail. The cascading event then caused the same clone to fail on su35e13. Other symptoms of the problem were that the max clients and clone errors were increasing.

	
	
	Dave Lass, CSC,    203.317.5037

Mike Fillinich, FSA,,          202-377-3056

	(
	(
	EAI (MQ-Series)
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, FSA,    202.377.3056

	(
	(
	Extranet
	
	(
	(
	100%
	
	
	
	Will Handley, FSA, 202.487.6262

Denise Barnes, FSA, 202.377.3576

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	· *** 12/15, 5:00pm – 5:01pm, JRUN was recycled to prevent a server crash due to a known application problem. The D drive began filling up with error messages generated from JRUN. USD Ticket AM2836174.

· *** 11/10/03, 9:40-9:41 AM, CSC support needed to clear out the default error log for JRUN. Support stopped jrun, deleted default-err and restarted JRUN.  USD #AM2749480, RCA completed.  NOTE:  The JRUN default error log was discovered at near its maximum capacity, filling up available disk space on the file server. If this condition were left unattended, it would cause  the server to hang or crash. Therefore, as a preemptive measure, the decision was made to bring down the Web application, clear the log, and restart the Web application. Thereby,  avoiding a potential system crash. One Action Item has been assigned to CSC to lower the Automation-monitoring threshold for this error log file in order to catch this problem earlier. This will allow CSC to schedule a non-production outage to clear the log file.  One Action Item has been assigned to Pearson to write a script that will analyze the error log file in order to determine the errors being detected by the system and written into the JRUN error log file.  CONCLUSION: The problem was discovered by the system administrator during a routine manual morning system check. The JRUN default error log was discovered to be close to its maximum. Therefore, it was decided to bring down the Web site in order to clear the log file before the server crashed on its own. The total duration of the outage was one (1) minute to stop the Web site, clear the error log, and restart the Web site. This resolution did not require a restart of the server itself. 
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	SAIG Enrollment
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	Rational Suite
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Ted Moran, FSA, 202.377.3628

	(
	(
	Enterprise Change Management (ECM) Tool
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Leslie Willoughby, 202-377-3435

	(
	(
	Webtrends
	
	(
	(
	100%
	*** 12/18, 2:15pm – 2:50pm, Webtrends site was degraded as users were unable to access some of the profiles as the templates directory became corrupted. Only the profiles that were analyzed after the directory became corrupted were affected. The directory was corrected and access to all of the profiles became available. CSC has opened a ticket with Webtrends support for further investigation for problem determination and to prevent future occurrences. USD Ticket AM2846076.  
	
	
	John Yurachek, CSC, 202.842.7080

Tim Lin, FSA, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	(
	(
	Ombudsman
	
	(
	( 
	 100%
	*** 12/10, 6:42pm – 12/11, 10:30am, (16 hours 18 minutes) Users unable to access the Ombudsman database because the listener was in a hung status.  Restarted the Oracle Listener. Identified the last known user issuing Listener Commands as ORACMDM. Determined that an incorrect command was issued causing the Siebel Listener to hang. Monitoring did not detect this because the listener was still up and running although it was in a hung state.  User called the Ombudsman Help Desk who relayed the message to the CSC Command Center.  CSC contacted the Application team at CMDM for corrective actions.  USD ticket AM2829406, RCA completed.  CONCLUSION: An invalid Oracle Listener process was terminated followed by the activation of a valid Listener process, which is used to service database requests.  The FMS production database Listener process failed to start after the database back-up was completed due to the existence of an invalid Listener having been inadvertently started by the application support team. The invalid listener was started at 7:26 PM (Eastern Time) on 10 December 2003. The invalid Listener process began servicing FMS database requests when the valid database Listener process was stopped as part of the normal back-up. The start-up script for the FMS Listener process first checks to see if the Listener is up after a back-up completes. The script detected the invalid Listener process and completed successfully since the invalid Listener process serviced its commands. If the script returns as successful, it does not try to start a new Listener process. The invalid Listener process continued servicing FMS connections until it was shutdown at 10:31 AM (Eastern Time) on 11 December 2003. The FMS production database was not available because the invalid Listener process. This invalid Listener process prevented the valid listener from starting after the back-up completed. Automated monitoring was added for the valid database Listener to catch any invalid Listener processes in the future. ITEMS 1, 2 and 3: COMPLETE.
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FSANET
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Denise Barnes, FSA, 202.377.3576

	(
	(
	Analysis PDD
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	OK      (     (100%)

    Performance Degradation (     (97 – 99%)
    Outage / No Service (  (less than 97%)

* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.



CIO
                                                                                                   2     





Enterprise IT Services


