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1/26/2004                                                                  Virtual Data Center Operations Status Report
                                         
        FSA

                                                                                                 for the Previous 72-Hours


	Current Status as of 8:00am, 

Mon, Jan 26, 2004
	

	INFRASTRUCTURE
	APPLICATION
	
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Recovery Time
	Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	(
	(
	Debt Management Collection System (DMCS)
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, FSA,, 202.377.3056

	(
	(
	Direct Loan (DL) Consolidation
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, FSA, 202.377.3056

	(
	(
	DL Servicing
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, FSA, 202.377.3056

	(
	(
	Credit Management Datamart (CMDM) 
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	Delinquency Loan Datamart (DLM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	FP Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	NSLDS
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, FSA, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	(
	(
	eZ-Audit
	
	(
	 (   
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	PEPS


	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC,

203.317.4816

Tim Lin, FSA, 202.377.3585

Molly Wyatt, Business, 202-377-3358

	(
	(
	EAPP
	
	(
	(
	100%
	· *** 12/22, 12:21pm – 3:28pm, The ELIGCERT website was unavailable due to a change performed by application support. CSC was supplied incomplete instructions for compiling the instances connecting the site to the database. CSC corrected these connections to the database to alleviate the problem. ANALYSIS: Recompiled the PEPSPROD objects in the EAPP application.   The testing performed after the PEPS database migration on 12-20-03 did not include replication functionality between the production EAPP and newly migrated PEPS database. CSC recommends a more thorough project and testing plan during migrations including user testing.  CSC has requested a procedure which tests EAPP to PEPS database replication functionality in the production environment. CSC will add this procedure to the automated monitoring of the application and database. USD Ticket AM2852194, RCA Report ECD 1/7/04.

· *** 11/01, 12:14pm – 1:37pm, ELIGCERT website was unavailable.  A re boot of the server was required to restore connectivity. Investigation is ongoing for problem determination and resolutions.  ANALYSIS:  NT Support checked the system audit log files and found that the Oracle_Web_Listener service was logging errors when initializing after the scheduled weekly reboot.  The application audit log file also showed FATALINIT errors reported by the Oracle_Web_Listener.  Eventually these errors caused the Oracle_Web_Listener service to abort, which in turn hung the system, making the website unavailable. NT Support contacted the System Data Base Administrator (DBA) to check for any information in the Oracle database log files that would explain the errors.  The DBA reported no errors, and suggested we contact the Application Support team for assistance in determining the source of the Oracle_Web_Listener service errors.  NT Support will continue to investigate the root cause of this problem. AHD # AM2729302, RCA Report ECD: 1/8/04.
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	eCBS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

Tim Lin, FSA, 202.377.3585

	(
	(
	CBS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

Tim Lin, FSA, 202.377.3585

	(
	(
	IFAP
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	COD EAI Network Interface
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, FSA, 202.377.3056

	(
	(
	Schools Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	Students Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FAFSA Demo
	
	( 
	(      
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FAFSA
	
	 (   
	(
	100%
	· 1/20, 9:00am – 12:32pm, The send mail function on server R7410-9 was inoperative due to the DNS mail feature not being turned on. Once this feature was turned on CSC needed to make a host file entry change and recycle the clones on that server causing a degradation between 12:32 to 12:36 PM on 01/20/04.  USD # AM2912146.
· 1/18, 11:00am – 11:35am, DB2 and CICS were unavailable due to automation script problems starting CPP1MSTR, CPP1FTF, and CPP1CHIN. CSC support started these tasks to allow DB2 & the CICS regions to start. This outage negatively affected FOTW, FOTW-Demo, and the Pin Site also.  USD AM2907938.

· *** 1/11, 10:00am – 12:10pm, degradation, FAFSA was degraded. The new servers (R7410-9 and R7410-10) that were being added in preparation for the upcoming peak season included invalid "plug in" configuration files. Some user traffic was being routed to these new servers causing intermittent loss of functionality. CSC support repaired the configuration file to no longer point to these servers.  ANALYSIS: Configuration files were manually pushed out and the plug-in file was modified to completely remove references to the new FAFSA WAS servers. This corrected the problem and traffic was no longer directed to the clones on these non-production servers.  The Deployment Manager failed to update the configuration files on all servers upon completion of maintenance. As a result the IHIS servers (HPN13 & HPN14) were attempting to send traffic to the two new non-production WAS servers. IBM has been engaged to help us understand why the plug-in files had to be modified to eliminate all reference to the two new servers in order to prevent attempts to send them traffic.  USD AM2887537.  

· *** 1/9, 08:15pm - 08:30pm, users were experiencing problems on the website due to a max clients condition. The problem cleared while being investigated. The Tiger Team is continuing to look into this incident for problem determination and resolution. ANALYSIS:  None was required. The clones automatically restarted killing the dropped TCP connections and max client levels returned to normal. It appears that the root cause of this degradation in service was a runaway HTTP process that resulted in over 30K connections being dropped. The increase in max clients was a result of the IHS servers trying to hit a clone on HPN4 and then giving up. The problem cleared without intervention.   HPN4 Clone 2 became unresponsive after taking many “17401 Oracle” errors, which mapped to stale connections to FOTW sessions. Tiger Team is investigating and will come up with set of recommendations for production environment. USD  AM2886994

· *** 1/5, 8:09am – 8:55am, Degradation.  FAFSA was degraded as clones on HPN4 and HPN16 needed to be restarted. Users on other clones were not affected.  ANALYSIS: The systems administrator manually restarted the clones on the HPN4 and HPN16 servers. The auto restart of these clones failed because these clones had failed multiple times during the period.  The failure of the clones was attributed to the fact that the latest version of the Shadow Direct driver had not been installed on the servers in the FAFSA environment. Neon recommended upgrading the midrange driver and changing configuration files. Decision was made to upgrade to Version 3.8 since it had been successfully used during performance testing. Shadow Direct driver was successfully upgraded on 1/8/04 USD AM2867728

· *** 1/4, 7:30pm - 8:20pm, Degradation. FOTW users were unable to do School Code Lookups or save their applications due to temp file problem. The temp files were recreated to allow users full functionality on the site. ANALYSIS:  During the initial incidence the clones on HPN4 and HPN16 were restarted and the problem cleared. During the second incident, in addition to clone errors, CICS errors were also observed. The CICS errors indicated that an application queue was missing and that access to the mainframe was being intermittently denied. There should have been two application queues but only one existed. In order to correct the problem, the queue was deleted and the application automatically rebuilt both queues. Response times returned to normal and no more errors were generated.  Although it hasn’t been confirmed, it appears that the root cause of all of these response problems and clone failures on 1/4/04 may be related to the fact that only one CICS Temporary Storage Queue (of two required) was available after the CICS restart and the routine IPL of the mainframe on Sunday morning. The code assumes that either both or neither queues are present. The total degradation in performance as a result of this problem extended from the end of the maintenance window at 9:00am EST until 8:20pm EST.  USD AM2867281.

· 1/4, 3:19pm - 5:30pm, Degradation. FOTW users were receiving error messages due to a clone problem on HPN4. The clone was recycled to alleviate the problem. USD AM2867245.

· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action. AHD 4813738 (SU22E1) & 4813718 (SU22E2).  RCA Report ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	CPS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Jim Cunningham, FSA, 202.377.3577

	(
	(
	PIN Site
	
	(   
	(
	100%
	7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action. AHD 4813738 (SU22E1) & 4813718 (SU22E2).  ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FFEL
	
	(
	(
	100%
	1/12, 9:48am – 10:01am, degradation, FFEL was degraded as new users were unable to log onto TSO/CICS. Users already on the system had access and full functionality. At this time it is believed to be an IDMS application related issue causing the problem - CSC is continuing to investigate for full problem determination and problem resolution. USD Ticket AM2888791.
	
	
	George Altiery, CSC, 202.842.8614

Gail Gurley, FSA, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	100%
	12/11, 06:00am - 10:44am, FMS users were unable to connect to the Oracle database. The Oracle DB Listener was down. CSC support restarted the Listener manually. The listener did not restart as part of the daily reboot. CSC and Oracle support are continuing to investigate for problem determination and to prevent future occurrences. USD ticket AM2827630, RCA Report ECD: 12/30/03.
	
	
	George Altiery, CSC, 202.842.8614

Yolanda Brooks, FSA, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	(
	(
	Students.gov
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	(
	(
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	(
	( 
	100%
	
	
	
	Dave Lass, CSC,    203.317.5037

Mike Fillinich, FSA,,          202-377-3056

	(
	(
	EAI (MQ-Series)
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, FSA,    202.377.3056

	(
	(
	Extranet
	
	(
	(
	100%
	
	
	
	Will Handley, FSA, 202.487.6262

Denise Barnes, FSA, 202.377.3576

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	 
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	SAIG Enrollment
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	Rational Suite
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Greg Scott, FSA, 202.377.3604

	(
	(
	Enterprise Change Management (ECM) Tool
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Leslie Willoughby, 202-377-3435

	(
	(
	Webtrends
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Tim Lin, FSA, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	(
	(
	Ombudsman
	
	(
	( 
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FSANET
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Denise Barnes, FSA, 202.377.3576

	(
	(
	Analysis PDD
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	OK      (     (100%)

    Performance Degradation (     (97 – 99%)
    Outage / No Service (  (less than 97%)

* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.



CIO
                                                                                                   5     





Enterprise IT Services


