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	INFRASTRUCTURE
	APPLICATION
	Current Status 

as of

8:00am, 

Wed, Feb 11, 2004
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Up Time
	Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	(
	(
	Debt Management Collection System (DMCS)
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Direct Loan (DL) Consolidation
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	(
	(
	DL Servicing
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Credit Management Datamart (CMDM) 
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	(
	(
	Delinquency Loan Datamart (DLM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	(
	(
	FP Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	(
	(
	NSLDS
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, ITS, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	(
	(
	eZ-Audit
	
	(
	 (   
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	PEPS


	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

Molly Wyatt, FSA, 202-377-3358

	(
	(
	EAPP
	
	(
	(
	93%
	· 2/10m 9:01pm – 10:28pm, The application server was coming up with 'dr. watson errors', support investigated and found an oracle script problem. The server was rebooted to clear the TNG alert. Application team is upgrading their Oracle DBMSby the end of February to correct this problem.  AM2975541. 
· 1/29, 6:00pm – 1/30, 10:29pm, EAPP EligCert was not allowing users to get into the application. 'Page can not be displayed' error messages. CSC DBA restarted an Oracle web service to get the web page to load. Oracle Listener hung the application. Oracle is being supplied the proper logs off the server for troubleshooting analysis. No customer called in the outage.  FSA staff noticed the problem and contact the VDC staff.  ANALYSIS: Stopped and started the web service. A single Oracle instance failed causing the application to loose contact with the database. CSC is working with the application team to add extended web monitoring to allow automated detection of any future occurrence. Due to be completed February 6.  By upgrading the Oracle software to a more current level, vendor support for the product will be restored. Due to be completed February 29.   # 2943655.
	Elig/Cert users
	1:28pm on 2/10
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	(
	(
	CBS
	
	(
	(
	99%
	· 2/9, 6:00pm – 2/10, 5:52pm, Degradation. Users were receiving a file permission error as they could not upload files.  Indus staff provided a temporary correction to this application problem and is working on a permanent fix ASAP.   AM2975004
· 2/9, 11:00am – 12:12pm, Degradation.  One of the servers was not configured for SSL(secure socket layer) and the users were unable to access the secure website for eCBS. Indus supplied new code to point at the correct SSL certificate.  AM2969089 
	CBS web users
	5:52pm on 2/10
	John Yurachek, CSC, 203.842.7080

Tim Lin, ITS, 202.377.3585

	(
	(
	IFAP
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	(
	(
	COD EAI Network Interface
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Schools Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	(
	(
	Students Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	(
	(
	FAFSA Demo
	
	( 
	(      
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	FAFSA
	
	 (   
	(
	100%
	· 02/07, 01:07am – 6:51am, degradation. FAFSA users were unable to do School Code Lookups due to a file that was loaded from PEPS that inactivated all the school codes. NCS Pearson analysts corrected and reloaded the file to alleviate the situation. # AM2966736.

· 1/18, 11:00am – 11:35am, DB2 and CICS were unavailable due to automation script problems.   CSC support started these scripts to allow DB2 & the CICS regions to start.  # 2907938.

· 1/4, 3:19pm - 5:30pm, Degradation. FOTW users were receiving error messages due to a clone problem on HPN4. The clone was recycled to alleviate the problem. # 2867245.

· 7/28-7/29, 11:50pm – 1:16am, an outage occurred when the Terminal Server was recycled causing the servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action.  # 4813738 (SU22E1) & 4813718 (SU22E2).  RCA Report ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	CPS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Jim Cunningham, ITS, 202.377.3577

	(
	(
	PIN Site
	
	(   
	(
	100%
	7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the  servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action.  # 4813738 (SU22E1) & 4813718 (SU22E2).  ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	FFEL
	
	(
	(
	100%
	· 02/09, 2:30am - 2:40am, degradation. FFEL was IPL'd due to a POR (Power On Reset) command issued by the CSC operations staff. This affected the mainframe system only as CICS, IDMS, and FFEL Web were all down for the normal weekend maintenance window. USD ticket AM2967288.

· 1/12, 9:48am – 10:01am, degradation, FFEL was degraded as new users were unable to log onto TSO/CICS. Users already on the system had access and full functionality. At this time it is believed to be an IDMS application related issue causing the problem - CSC is continuing to investigate for full problem determination and problem resolution.  # 2888791.
	
	
	George Altiery, CSC, 202.842.8614

Gail Gurley, ITS, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	100%
	12/11, 06:00am - 10:44am, FMS users were unable to connect to the Oracle database. The Oracle DB Listener was down. CSC support restarted the Listener manually. The listener did not restart as part of the daily reboot. CSC and Oracle support are investigating for problem determination and to prevent future occurrences.  # 2827630, RCA Report ECD: 12/30/03.
	
	
	George Altiery, CSC, 202.842.8614

Yolanda Brooks, ITS, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	(
	(
	Students.gov
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, ITS, 202.377.3588

	(
	(
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	(
	( 
	100%
	
	
	
	Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	(
	(
	EAI (MQ-Series)
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Extranet
	
	(
	(
	100%
	
	
	
	Will Handley, ITS, 202.487.6262

Denise Barnes, ITS, 202.377.3576

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	 
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, ITS, 202.377.3589

	(
	(
	SAIG Enrollment
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, ITS, 202.377.3589

	(
	(
	Rational Suite
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Greg Scott, ITS, 202.377.3604

	(
	(
	Enterprise Change Management (ECM) Tool
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Leslie Willoughby, ITS, 202-377-3435

	(
	(
	Webtrends
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Tim Lin, ITS, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	(
	(
	Ombudsman
	
	(
	( 
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	(
	(
	FSANet
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Denise Barnes, ITS, 202.377.3576

	(
	(
	Analysis PDD
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, ITS, 202.377.3588

	                                                                                                                                                                               OK      (     (100%)

    Performance Degradation    (   (97 – 99%)
Outage / No Service    (     (less than 97%)
* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.
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