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	INFRASTRUCTURE
	APPLICATION
	Current Status 

as of

8:00am, 

Wed, Mar 3, 2004
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Up Time
	Points of Contact

	(
	(
	Web/Internet Connectivity
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, ITS, 202.377.3056

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	(
	(
	Debt Management Collection System (DMCS)
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Direct Loan (DL) Consolidation
	
	(
	(
	100%
	*** 2/22, 11:00am – 1:36pm, Outage. Users were unable to access the following web sites:  LO and LC web, Extranet, EASI.ed.gov, SFA Blueprint, DLE Note.  At the end of the maintenance window (11:00AM), web monitoring determined that several web sites were not responding.  SRT was started and CSC determined that we had failed over from Level 3 to the backup SNET link.  After investigation, support indicated they felt the problem was between their demark and the Meriden router. CSC replaced the cable between the CSC router and the Level 3 demark and service was restored.  AM3005067.
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	(
	(
	DL Servicing
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Credit Management Datamart (CMDM) 
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	(
	(
	Delinquency Loan Datamart (DLM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	(
	(
	FP Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	(
	(
	NSLDS
	
	(
	(
	100%
	· *** 2/29, 09:30 AM - 10:50 AM, Application degradation. Users were experiencing slow response due to enquires not being released by month end batch processing jobs. Priorities were adjusted to allow these jobs to process, alleviating this degradation. USD Ticket AM3023961.

· *** 2/27, 01:59 PM - 02:33 PM, Application degradation. Users were experiencing slow response on CICS due to batch jobs holding exclusive rights on DB2. Adjustments to the frequency of commits will be made to help resolve this degradation issue. USD Ticket AM3022819.

· *** 2/27, 08:35 AM - 09:39 AM, Application degradation. Users were experiencing slow response while logging onto the NSLDSFAP website. Once on the site, full functionality was available during this degradation. USD Ticket AM3020880. 

· *** 2/23, 4:52pm – 5:10pm, Servers SFANT056, 057, and 058 were shut down to allow a Raytheon requested application change to be performed. USD Ticket AM3007428.
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, ITS, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	(
	(
	eZ-Audit
	
	(
	(
	100

%
	*** 2/17, 6:40am – 6:45am, The server was recycled to drop back to a previous version of the application.   Between 11:00 AM Sun, 02/15 and 06:40 AM Tue 02/17 EZ-Audit was degraded as an INDUS change performed during the Sunday maintenance change needed to be backed off.  # 2988346.
	
	
	John Yurachek, CSC, 203.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	PEPS


	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

Molly Wyatt, FSA, 202.377.3358

	(
	(
	EAPP
	
	(
	(
	100%
	· *** 2/10m 9:01pm – 10:28pm, The application server was coming up with 'dr. watson errors', support investigated and found an oracle script problem. The server was rebooted to clear the TNG alert. Application team upgraded their Oracle DBMS at the end of February to correct this problem.  # 2975541. 
· *** 1/29, 6:00pm – 1/30, 10:29pm, EAPP EligCert was not allowing users to get into the application. 'Page can not be displayed' error messages. CSC DBA restarted an Oracle web service to get the web page to load. Oracle Listener hung the application. Oracle is being supplied the proper logs off the server for troubleshooting analysis. No customer called in the outage.  FSA staff noticed the problem and contact the VDC staff.  ANALYSIS: Stopped and started the web service. A single Oracle instance failed causing the application to loose contact with the database. CSC is working with the application team to add extended web monitoring to allow automated detection of any future occurrence. Upgraded the Oracle software to a more current level, vendor support for the product is restored. # 2943655.
	
	
	Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

Molly Wyatt, FSA, 202.377.3358

	(
	(
	CBS
	
	(
	(
	100%
	· *** 2/9, 6:00pm – 2/10, 5:52pm, Degradation. Users were receiving a file permission error, as they could not upload files.  Indus staff provided a temporary correction to this application problem and is working on a permanent fix ASAP.  # 2975004.
· *** 2/9, 11:00am – 12:12pm, Degradation.  One of the servers was not configured for SSL (secure socket layer) and the users were unable to access the secure website for eCBS. Indus supplied new code to point at the correct SSL certificate.  # 2969089.
	
	
	John Yurachek, CSC, 203.842.7080

Tim Lin, ITS, 202.377.3585

	(
	(
	IFAP
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

Colleen Kennedy, FSA, 202-377-4119

	(
	(
	COD EAI Network Interface
	
	(
	(
	100%
	*** 2/11, 4:40pm – 5:35pm, A COD EAI outage occurred when MQ series and related EAI components are in hung states, bulk messages were backing up. 'N' parameter issue concerning how many files can be accommodated at one time. The CSC group is working with the PPS staff.  This problem was picked up via the AIS group and monitoring in Newark, De.  # 2979239
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Schools Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

Colleen Kennedy, FSA, 202-377-4119

	(
	(
	Student Aid on the Web

(SAOTW)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

Mary K. Muncie, FSA, 202-377-3202

	(
	(
	FAFSA Demo
	
	( 
	(      
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	FAFSA
	
	 (   
	 (   
	100%
	· *** 2/16, 05:48 PM - 06:00 PM, Infrastructure degradation.  New FAFSA as users on server RP7410-11 clones needed to refresh their browsers to restore connectivity. Network services believe this was related to a switch problem as only RP7410-11 users were affected. # 2988824.

· *** 2/13, 03:26pm - 3:49pm, Approved waiver.  FAFSA users were receiving userid and password prompts due to the anonymous user function being turned off. This was discovered during the implementation of the Microsoft code update that was being performed on the recommendation of Microsoft, CSC, and FSA personnel. # 2985586.

· *** 02/07, 01:07am – 6:51am, degradation. FAFSA users were unable to do School Code Lookups due to a file that was loaded from PEPS that inactivated all the school codes. NCS Pearson analysts corrected and reloaded the file to alleviate the situation. # 2966736.

· *** 1/18, 11:00am – 11:35am, DB2 and CICS were unavailable due to automation script problems.   CSC support started these scripts to allow DB2 & the CICS regions to start.  # 2907938.

· *** 1/4, 3:19pm - 5:30pm, Degradation. FOTW users were receiving error messages due to a clone problem on HPN4. The clone was recycled to alleviate the problem. # 2867245.

· 7/28-7/29, 11:50pm – 1:16am, an outage occurred when the Terminal Server was recycled causing the servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action.  # 4813738 (SU22E1) & 4813718 (SU22E2).  RCA Report ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	CPS
	
	(
	   (    
	99%
	· 3/2, 12:19 PM - 12:45 PM, Application degradation. 35,783 transactions were dropped due to a DB2 table being locked by a reorg job that was being run at the time. The job ended and the userid needed to be cancelled before the lock was released. USD Ticket AM3030540.

· *** 3/1, 01:44 PM - 01:46 PM, Application degradation. Batch job P5K50 had a lock on DB2 records that caused 5,000 user transactions to timeout. No data was lost. Users needed to resubmit their transactions. USD Ticket AM3027338.

· *** 2/27, corrected.  Application degradation. There is an ongoing issue with the OAM library on CPS. This is affecting 1 of 16 libraries. SMS can't see it, however from a hardware perspective it appears fine. IBM is onsite to look at this problem in the VDC. OAM is being recycled. There have been no calls as of yet to CSC concerning this item.

· 2/22, 2:38am – 3:40am, Outage. During a DB2 achieve process; there was a shortage of virtual scratch tapes, which caused the DB2 active logs to fill.  The result was a halt to all DB2 update processing causing a halt of update and eventually all FAFSA transaction flow in CICS.  This backup eventually reached a point where MQ Series DPL Bridge processing experienced problems followed by CICS abending with a SOC4. Primary trigger for this outage was the virtual scratch tape shortage, which has been resolved.  Alerts were generated when only one VTS volume was available and the operator was in the process of adding additional tapes when CICS abended.  The scratch tape threshold has been increased from 250 to 500. These secondary problems (DPL Bridge problems and CICS abend) are still being researched. User impact:  Users unable to perform school code look up and/or perform final save to DB2 on CPS.  AM3004874
· *** 2/17, 12:24 AM - 03:18 AM, Application Degradation. CICSPRD2 user transactions using the dummy SSN of 888 were aborting causing degradation. All other user transactions were processing okay. NCS Pearson made an application code change to alleviate the problem. # 2989012.
	CPS users
	12:45pm on 3/2
	John Yurachek, CSC, 202.842.7080

Jim Cunningham, ITS, 202.377.3577

	(
	(
	PIN Site
	
	(   
	(
	100%
	7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the  servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action.  # 4813738 (SU22E1) & 4813718 (SU22E2).  ECD: 1/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, ITS, 202.377.3579

	(
	(
	FFEL
	
	(
	(
	100%
	· *** 3/1, 06:10 PM - 07:38 PM, Application degradation. An application batch job TMPFLM24 caused a CICS file to close which, in turn, caused some users to receive an error message when trying to access that file. The job was cancelled (rerun when CICS came down), file re-opened, and full access and functionality was restored. USD Ticket AM3028307.

· *** 2/26, 8:54am – 9:28am, Application degradation. CICS transaction L145 was looping again and caused slow response.   Netmaster was cancelled, and was left down, to help expedite the cancellation of the looping transaction. USD Ticket AM3013285.

· *** 2/19, 1:30pm – 2:10pm, Application degradation. Slow response was reported again on FFEL TSO/CICS for transaction L145.  Raytheon application support is in the process of updating the code to alleviate these conditions. USD Ticket AM2991239.

· *** 2/17, 1:53pm - 2:17pm and 2:20pm - 2:30pm, Application degradation. Slow response was reported on TSO/CICS again due to transaction L145 looping and abending. No new updates since the last reoccurrences  (02/12 and 02/13) has been received from the Raytheon applications group. An update has been requested in FFEL INFOMAN ticket 114401. USD Ticket AM2991239.

· 2/12, 5:15pm – 6:27pm, VTAM hung was the initial call that CSC received.  TSO/ & CICS response time was very sluggish. CSC support investigated and tried to cancel VTAM, tried to cancel JES to no avail. Since CSC support could not get into the system the only remedy was to do a system IPL. 

        A stand-alone dump was done at 6:15PM, system back up after IPL at 6:27PM.  The Netmaster  

        ask software NMFFELP went into a loop and consumed a large amount of CPU.  Users were 

        locked out of the system which remained inaccessible for 1 hour and twelve minutes.# 2982841
        Root cause of this problem is still being investigated.  # 2982841

· *** 2/11, 10:05am – 10:34am, Degradation. Application transaction L145 caused a contention in CICS and TSO. The user id was FIS1084 in this instance. # 2977237.
· *** 02/09, 2:30am - 2:40am, degradation. FFEL was IPL'd due to a POR (Power On Reset) command issued by the CSC operations staff. This affected the mainframe system only as CICS, IDMS, and FFEL Web were all down for the normal weekend maintenance window. USD ticket AM2967288.

· *** 1/12, 9:48am – 10:01am, degradation, FFEL was degraded as new users were unable to log onto TSO/CICS. Users already on the system had access and full functionality. At this time it is believed to be an IDMS application related issue causing the problem - CSC is continuing to investigate for full problem determination and problem resolution.  # 2888791.
	
	
	George Altiery, CSC, 202.842.8614

Gail Gurley, ITS, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	100%
	*** 12/11, 06:00am - 10:44am, FMS users were unable to connect to the Oracle database. The Oracle DB Listener was down. CSC support restarted the Listener manually. The listener did not restart as part of the daily reboot. CSC and Oracle support are investigating for problem determination and to prevent future occurrences.  # 2827630, RCA Report ECD: 12/30/03.
	
	
	George Altiery, CSC, 202.842.8614

Yolanda Brooks, ITS, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	(
	(
	Students.gov
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, ITS, 202.377.3588

	(
	(
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	(
	( 
	100%
	
	
	
	Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	(
	(
	EAI (MQ-Series)
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, ITS, 202.377.3056

	(
	(
	Extranet
	
	(
	(
	100%
	
	
	
	Will Handley, ITS, 202.487.6262

Denise Barnes, ITS, 202.377.3576

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	2/17, 8:32am - 9:24am, The E-mail function on the website was inoperable. The JRUN process needed to be restarted to alleviate the problem. USD Ticket AM2989439.
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, ITS, 202.377.3589

	(
	(
	SAIG Enrollment
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, ITS, 202.377.3589

	(
	(
	Rational Suite
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Greg Scott, ITS, 202.377.3604

	(
	(
	Enterprise Change Management (ECM) Tool
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Leslie Willoughby, ITS, 202-377-3435

	(
	(
	Webtrends
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Tim Lin, ITS, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	(
	(
	Ombudsman
	
	(
	( 
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	(
	(
	FSANet
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Denise Barnes, ITS, 202.377.3576

	(
	(
	Analysis PDD
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, ITS, 202.377.3588

	                                                                                                                                                                               OK      (     (100%)

    Performance Degradation    (   (97 – 99%)
Outage / No Service    (     (less than 97%)
* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.
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