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4/11/2003                   FSA Operations Status Report

	Current Status
	
	Previous 72-Hour Production Period Status Report

	04/14/03 08:00 a.m.
	Channel / Business Unit

Application
	
	

	INFRASTRUCTURE
	APPLICATION
	
	
	INFRASTRUCTURE
	APPLICATION
	UP%
	SOURCE
	Issues/RCA Update/Notes 
	Customer Impact
	Recovery Time or 

Expected Recovery Time
	Point of Contact

	(
	(
	ORACLE DATABASE - HPV2
	
	(
	(
	98%
	3
	· NOTE2: 04/12, 02:50 – 0410 am, During a break-fix change to replace a faulty port  on XP256 multiple websites (Students.gov, Analysis PDD, CFO DM, Credit Mgmt DM, Delinquent Loans DM, EAI, eCBS, FMS, FOTW, FP DM, FP Portal, IFAP, Intranet, Metadata, Ombudsman, Pin Site, Schools Portal, Students Portal) lost accessibility to the Oracle database.  A rescan was performed to rediscover all I/O which cleared the problem. CSC & HP are investigating to determine RCA. AHD # 4263967.

· 3/26, Slow response problems continued intermittently yesterday. Missing FMS indexes were recreated and added this morning by 8:00 am to address the issue. CSC & HP support continues to monitor the situation today. AHD # 4179946.

· 03/25, Intermittenly I/O SAN problems continue to occur.  The brocade switch cable was replaced at 7 pm to improve the response times.  CSC and HP staffs continue to monitor the activity.  AHD #4170058 and #4169923

· 3/24, An IO / SAN problem was occurring intermittently yesterday. After investigation changes were made last night with a brocade switch to alleviate the problem. CSC & HP support continues to monitor the situation today. AHD # 4162881

· NOTE1:  01/10, 01:39 pm – 02:50 pm, The Oracle database crashed due to a service guard timeout. Fail over to HPV1 was successful. Some servers required an additional reboot to re-establish connection to the database.  RCA # 3817981.  Corrective actions were completed on 2/7 and the report is in progress.
	Oracle Database Users
	04:10 am pm 04/12
	Dave Lass, CSC,

203.317.5037

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	
	

	(
	(
	FFEL- Midrange
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	FP PORTAL
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 02/15, 04:12 – 05:36 pm, fp.ed.gov was unavailable.  The application clones were restarted to alleviate the immediate problem.  AHD # 3995951 Preliminary RCA issued 2/24/03. The issue has not repeated nor can it be reproduced in test. Accenture will reopen the investigation should the incident repeat.  Final report in progress.

· 01/28, 09:20 – 11:16 am, fp.ed.gov was unavailable.  Dead clones were restarted to alleviate the situation. AHD # 3902290.   Outage caused by application dropping core.  Accenture is investigating.  See above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	
	
	SCHOOLS CHANNEL
	
	
	
	
	
	
	
	
	

	(
	(
	DCS
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	DL Origination
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	PEPS

Regional Offices

EDLAN Users
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	PEPS

Guaranty Agencies (GA)

Citrix Users
	
	(
	(
	100%
	3
	· 2/21 – 2/26, 7:54am – 2:00 pm, Web page on Citrix server remote.sfa.ed.gov became unavailable due to an intrusion. As a precaution, server placed offline at 8:25 am.  Hacker address has been blocked. Intrusion has been documented.  Server has been rebuilt.  All passwords were reset and users re-authenticated.  AHD # 4021302 and #4034726. Final RCA issued 3/10, open Action Items due 3/31/03.
	
	
	Jack Gillotti, CSC

203.317.4816

	(
	(
	EAPP
	
	(
	(
	100%
	3
	· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	eCB
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	CBS
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	PELL RFMS
	
	(
	(
	 99%
	3 
	· 4/09, 03:02 - 04:15 pm Pellgrantsonline.ed.gov was unavailable. Pellgrantsonline.ed.gov intermittently is unavailable. The VDC has recommended a CoolGen upgrade that was denied by FSA.  The Pell Grant RFMS initially scheduled to be retired on 12/2002 (slipped to mid FY03); hence no upgrade is planned for the CoolGen software. AHD # 4249125

· 4/01, 7:20 - 7:40 am Pellgrantsonline.ed.gov intermittently is unavailable. The VDC has recommended a CoolGen upgrade that was denied by FSA.  The Pell Grant RFMS initially scheduled to be retired on 12/2002 (slipped to mid FY03); hence no upgrade is planned for the CoolGen software. AHD # 4202262
	All Pell RFMS Users
	0415 pm on 4/09
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	PELL PGRFMS
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	IFAP
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 3/27, 9:59 - 10:55am Only EDExpress Netscape users were receiving error messages while trying to access CBT courses. File extensions were corrected to alleviate the problem. AHD #4187756

· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	COD Network Interface
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 12/19, at 11:08 p.m. – 9:30 a.m. the server took a panic and crashed.  Hard drive failure, Sun support came in and replaced the drive at 4:00 a.m. this morning.  Batch processing was not affected. No outage, this is a degradation.  RCA #3743338 report and analysis complete.  Corrective actions due 6/30/03. Final RCA issued 1/16/03. Action Items due 6/30/03.
	
	
	Dave Lass, CSC,

203.317.5037

	(
	(
	Schools Portal
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.
· 3/2, 11:00 am – 12:00 pm, A configuration problem on a newly replaced disk caused a delay of the reboot after the maintenance window.  Investigation is proceeding for problem resolution. AHD # 4060565 Final RCA issued 3/14/03. Action Items due 4/2/03.
	
	
	Jack Gillotti, CSC, 203.317.4816

	
	
	STUDENTS CHANNEL
	
	
	
	
	
	
	
	
	

	(
	(
	DL Consolidation
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	DL Servicing Repay
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	Credit Management Datamart (CMDM)
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	Delinquency Datamart (DLM)
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	Students Portal
	
	(
	(
	 98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	FAFSA Demo
	
	(
	(
	  98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 3/30, 01:30 - 07:55pm, a degradation occurred.  FAFSADemo users were unable to perform School Code lookups. Support restarted channel to clear the problem. AHD # 4195077.

· 3/27, 09:00am - 09:55am the search functions & school code lookups were unavailable. An Autonomy property file was recreated and the FAFSADEMO clone was restarted to alleviate the immediate problem. Investigation is ongoing for complete problem determination.  AHD # 4182775.

· 3/23, 09:49 pm - 09:58 pm FAFSA DEMO was unavailable. The server was rebooted to alleviate the problem; old application log was removed. AHD/RCA #4161674

· 03/14, 12:01 am – 09:53am, the FAFSA Demo site was non-operational.  CSC VDC staff  is troubleshooting the incident.  Further details to come.  AHD # 4122942.
	
	
	Gary Adams, CSC,

202.842.8614

	(
	(
	FAFSA
	
	(
	(
	  98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 4/10, 04:50 - 05:55 am FAFSA users were not receiving notification that their applications were being saved due to the CPS CICSPRD2 problem listed below. AHD # 4241515.

· 03/18, 05:00 am - 09:53 am, There was a FAFSA MQ series cluster definition problem affecting three servers. This caused a School code look up problem for users. The root cause of this problem is being investigated by CSC & Accenture tech support.  AHD #4136555.

· 2/14, 11:38 pm – 2/15 00:30 am, Users were unable to access the website due to an FAFSA e-Network Dispatcher problem. The application was restarted to allow immediate access. Investigation is ongoing to determine problem resolution.  AHD # 3995460 Preliminary RCA issued 3/6/03. Action Items due 4/13/03.

· 02/11,  02:20 - 03:15 AM FAFSA end users were receiving error messages due to a CPS mainframe bottleneck. OAM &  new image copying processing were competing for CPU causing delays & error messages for FAFSA users. Job flow & OAM processing priorities will be adjusted for tonight’s running to alleviate this problem. AHD # 3984104 Final RCA issued 2/26/03. Action Items due 4/27/03.

· 02/09 – Search functionality was unavailable between 9:00am and 10:12am due to changes occurring to the Network Dispatcher environment.  Investigation is ongoing for problem resolution AHD#3961994 Final RCA issued 3/4/03. Action Items due 5/25/03.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above. 
	
	
	Gary Adams, CSC,

202.842.8614

	(
	(
	CPS
	
	(
	(
	100%
	3
	· 4/10, 04:50 - 05:55 am CICSPRD2 was unavailable. Channels were restarted to alleviate the problem. Investigation is ongoing for problem determination. AHD # 4241515

· 02/20, 4:27pm - 4:42pm DB2 was locked up due to 2 NCS user jobs (Z180304 & Z180203) that had exclusive holds on the database. These jobs ended during investigation & the region freed up. AHD # 4019874  Final RCA issued 3/13/003. Action Items are “ongoing.” RCA closed week of 3/18/03.
	CICSPRD2 users
	05:55am on 04/10
	Gary Adams, CSC,

202.842.8614

	(
	(
	PIN Site
	
	(  
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 3/24, 09:05 am - 09:24 am extreme slow response was reported on the PIN website. This was caused by the Oracle/HPV2 problem (see Oracle description). AHD # 4162881.

· 02/17, 9:00 am - 6:10 pm, Users were receiving error messages. Revisions to an NCS change were made to alleviate the immediate problem. AHD # 3996381 

· 01/10, 01:39  – 02:50 pm, See NOTE1 above
	
	
	Gary Adams, CSC,

202.842.8614

	(
	(
	FFEL 
	
	(
	(
	100%
	3
	· 12/21, 11:30 - 11:55 p.m., System outage to alleviate a problem with allocation messages on DASD devices.  RCA #3748281 report issued 1/13 with corrective actions now due 3/6/03. The changes scheduled for 3/6 were postponed due to the change moratorium and are in the process of being rescheduled.
	
	
	Jack Gillotti, CSC, 203.317.4816

	
	
	CFO
	
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	97%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 04/12, 03:09 am – 03:33 am, the FMS production backup failed & was not rerun due to time restraints on database availability. HPV1 crashed & rebooted causing the backup to fail. HP & CSC technical teams are continuing to investigate for problem determination. Sunday backup completed successfully.
· 4/09, 2:40 - 3:09 am, the FMS production backup failed & was not rerun due to time restraints on database availability. HPV1 crashed & rebooted causing the backup to fail. HP & CSC technical teams are continuing to investigate for problem determination. AHD # 4244591. 
· 3/26, Slow response problems continued intermittently yesterday. Missing indexes were recreated and added this morning to address the issue. CSC & HP support continues to monitor the situation today. AHD # 4179946.

· 01/10, 01:39  – 02:50 pm, See NOTE1 above 
	
	
	Jack Gillotti, CSC, 203.317.4816

	
	
	CIO
	
	
	
	
	
	
	
	
	

	(
	(
	STUDENTS.GOV
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 04/09, 10:27 - 10:32 pm the application was recycled due to a configuration problem to alleviate slow response &/or timeouts website users were experiencing. The degradation of the website started at 8:26 PM. Investigation is ongoing for problem determination. AHD # 4241228

· 3/24, Multiple outages (see times below) were caused by bad application code. An emergency change was implemented at 09:45 PM last night to update this code. Investigation is ongoing for problem determination. AHD # 4162924.  09:15am – 09:30am

                         10:57am – 11:51am

                         12:45pm - 13:30pm

                          02:51pm – 03:00pm

                          09:05pm – 09:12pm

· 09:05 to 09:12 PM3/23, 09:15 pm - 09:58 pm Students.gov was unavailable. The server was rebooted to alleviate the problem; old application log was removed. AHD/RCA #4161674

· 01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Gary Adams, CSC,

202.842.8614

	(
	(
	ITA

(Autonomy, Network Dispatcher, and Microstrategy)) 
	
	(
	(
	100%
	3
	· 02/24, 11:40am - 12:05pm and 1:05 pm - 2:16 pm, Autonomy was unavailable. Support rebooted the boxes to alleviate the immediate problem. Investigation is ongoing for problem determination. AHD #‘s 4032953, 4031100, & 4030922. Final RCA issued 3/10/03. Action Items due 4/4/03.
	
	
	Dave Lass, CSC,

203.317.5037

	(
	(
	EAI

(MQ Series)
	
	(
	(
	98%
	3
	· 04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

· 4/3, COD files were not being received. These were the Common Origination Disbursement files. This was a MQ series file delivery issue and is not affecting any servers. Support investigating as to if the data that was sent might have been corrupt. AHD #4222474 / 4219327.

· 01/11, 11:00 am  - 12:45 pm. MQ Series was unavailable. Support restarted MQ Series.   Open RCA #3820949 has corrective actions due 3/15. Preliminary RCA issued 2/20/03. New RCA opened to continue to track – need number.

· 12/19, 11:08 p.m. – 9:30 a.m. the machine took a panic & crashed.  Hard drive failure, Sun support came in and replaced the drive at 4:00 a.m. this morning. Batch processing was not affected. No outage, this was/is degradation.  RCA #3743338 report issued on 1/16 and corrective actions due 6/30.
	
	
	Dave Lass, CSC,

203.317.5037

	(
	(
	Extranet
	
	(
	(
	100%
	3
	
	
	
	Will Handley, CIO IT Services, 202.487.6262

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	3
	3/25, 1:38 – 2:00 pm, SAIG mailboxes were unavailable.  The mapping to the logical disk drives were dropped and had to be reconfigured.  AHD #4172523
	
	
	Gary Adams, CSC, 203.842.8614

	(
	(
	SAIG Consolidated
	
	(
	(
	100%
	3
	
	
	
	Gary Adams, CSC

202.842.8614

	(
	(
	RATIONAL
	
	(
	(
	100%
	3
	01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	NSLDS
	
	(
	(
	100%
	3
	· 04/6, @ 10:29 am on NSLP there was a line that needed to be activated to facilitate the processing of Bulk Data Transfer lines through VTAM.

· 03/27, 6:32 pm – 7:50 pm, The Norton Anti -Virus client on the NSLDS FAP II server could not access the Norton Anti-Virus Manager located on server SFANTHP. VDC staff reloaded Norton Anti-Virus client on NSLDS FAP II server and rebooted it, which corrected the problem. The virus definition files were all intact and working. We then ran a virus scan to make sure there were no problems and the scan showed no virus found.
	
	
	Gary Adams, CSC, 203.842.8614

	(
	(
	WEBTRENDS
	
	(
	(
	100%
	3
	· 3/28, 10:40 - 11:15am, Webtrends was unavailable to users but restarted on its own. The application was, however, still collecting data per support. Investigation is ongoing for problem determination. AHD# 4190177

· 02/19, 07:40 pm – 07:45 pm.  Server rebooted due to memory corruption.  CSC VDC staff is investigating.   Reboot as resolution of issue below. Included in RCA below.  
	
	
	Dave Lass, CSC,

203.317.5037

	
	
	COO
	
	
	
	
	
	
	
	
	

	(
	(
	OMBUDSMAN
	
	(
	(
	98%
	3
	04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	FSANET
	
	(
	(
	100%
	3
	01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	(
	(
	Analysis PDD
	
	(
	(
	98%
	3
	04/12, 02:50 am – 04:10 am, See NOTE2 above for details.

01/10, 01:39  – 02:50 pm, See NOTE1 above.
	
	
	Jack Gillotti, CSC, 203.317.4816

	
	
	
	
	
	
	
	
	
	
	
	


	SOURCE:1=Raytheon               2=Accenture

                3=CSC  
               4=ACS-Inc

                5=Pearson                 6=INDUS

                7=Other Contractor    8=Outside User

                9=FSA Employee       M=Multiple Sources
	OK       (                                    (100%)

    Performance Degradation (     (97 – 99%)
    Outage / No Service     (  (less than 97%)

not in production





