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5/7/2004                                          Virtual Data Center Operations Status Report for the Previous 24 hours                                      FSA


	INFRASTRUCTURE
	APPLICATION
	Current Status 

as of

8:00am, 

Fri, May 7, 2004
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Up Time
	Points of Contact

	G
	G
	Web/Internet Connectivity
	
	G
	G
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, ITS, 202.377.3056

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	G
	G
	Debt Management Collection System (DMCS)
	
	G
	G
	100%
	
	
	
	George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Direct Loan (DL) Consolidation
	
	G
	G
	100%
	· 4/17, 6:02 AM – 6:12 AM, There was an outage and two degraded states for loan consolidation. It was degraded between 1:03 AM and 2:05 AM and between 4:43 AM and 6:02 AM on Saturday morning 04/17/04 as the promissory notes page of the webpage was unavailable. CSC tried numerous times to contact EDS and finally rebooted the box between 6:02 AM and 6:12 Am.  Ticket AM3155541.

· 3/18, 03:15 AM - 03:25 AM, DLENOTE.ED.GOV was unavailable due to a file partition filling up. EDS support cleaned up the file system and the application was recycled to alleviate the problem.  Ticket # AM3079178.
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	DL Servicing
	
	G
	G
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Credit Management Datamart (CMDM) 
	
	G
	G
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	Delinquency Loan Datamart (DLM)
	
	G
	G
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	G
	G
	Financial Partners Datamart (FPDM)
	
	G
	G
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	FP Portal
	
	G
	G
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	NSLDS
	
	G
	G
	100%
	· 4/1, 11:35 – 11:57 AM, NSLDSFAP web site (SSFANT057) was degraded.  The Web Service was restarted. SFANT057 users had to refresh their servers. CSC support is still investigating with the application team the root cause of this problem.  This server is load balanced...one of three servers. Ticket # AM3113881.

· 3/12, 02:57 PM - 03:50 PM, Users were unable to connect to the NSLDS mainframe system due to a mismatch between TCPIP & VTAM. The error was corrected and VTAM was recycled to remedy the situation. Ticket # AM3962662.
	
	
	George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	G
	G
	eZ-Audit
	
	G
	G
	100%
	· 4/29, 1:51 PM – 5:09 PM, Degradation. Server auto-booted itself which corrupted the routing files causing the length of the degradation. CSC is continuing to investigate the cause.  Ticket # AM3190639
· 3/10, 07:00 AM - 08:05 AM, the EZAudit instance to the database was down coming out of the Backup window due to a known multi-streaming issue. This is currently being tested and planned to be implemented into the production environment during the Sunday 03/28/2004 maintenance window.  Ticket # AM3052842
	
	
	John Yurachek, CSC, 203.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	PEPS


	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	EAPP
	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	CBS
	
	G
	G
	100%
	· 5/3, 8:15 AM -10:34 AM, Degradation. An eCBS clone (eCB-8C1 on RP5470-8) lost its connection to the database, causing a degradation in service. All other clones were functioning properly. However, some users were experiencing partial functionality and/or intermittent problems accessing the website. Application processes were restarted on the clone to restore total functionality and to re-establish complete connectivity to the website. Ticket AM3196461.

· 4/29, 1:51 PM – 5:09 PM, Degradation. Server auto-booted itself which corrupted the routing files causing the length of the degradation. CSC is continuing to investigate the cause. Ticket # AM3190639.
	 
	 
	John Yurachek, CSC, 203.354.7007

Tim Lin, ITS, 202.377.3585

	G
	G
	IFAP
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202-377-4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	COD EAI Network Interface
	
	G
	G
	100%
	· 4/22, 10:18 PM – 10:50 PM, Outage. Bulk Transfers were delayed as SU35E3 detected a hardware failure on board 19 and rebooted itself. CSC has contacted SUN to replace the defective board this coming Sunday, 4/26 during the regularly scheduled maintenance window. Ticket AM3172256

· 3/14, 11:00am – 11:55am, EAI came up 55 minutes late after the maintenance window due to the COD release running over its time limit. Ticket # AM3062553.
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Schools Portal
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202-377-4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	Student Aid on the Web

(SAOTW)
	
	G
	G
	100%
	
	
	
	Mary K. Muncie, FSA, 202-377-3202

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FAFSA Demo
	
	G 
	G  
	100%
	
	
	
	John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FAFSA
	
	G
	G
	100%
	
	
	
	John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	CPS
	
	G
	G
	100%
	· 3/12, 01:06 PM - 01:50 PM, Timeouts occurred on the FOTW website due to a problem on the CPS mainframe system. Workspace for a CICS log offload job was unavailable causing an allocation WTO to be generated. The job was cancelled and 4 additional volumes were added to alleviate the lockout. Ticket # AM3062695.

· 3/11, 4:39pm – 5:56pm, One of the optical libraries went offline. It has already been scheduled for the motherboard to be replaced on Sun, Mar 21.  

· 3/5, 10:37am – 12:05pm, One of the optical libraries went offline (CPSOPD50)...there was one job accessing this library which abended and had to be restarted. The motherboard had to be reset; the motherboard is currently scheduled to be replaced on March 21st.  Ticket # AM3041954.

	 
	 
	John Yurachek, CSC, 202.354.7007

Jim Cunningham, ITS, 202.377.3577

	G
	G
	PIN Site
	
	G
	G
	100%
	3/29, 09:04AM – 11:53AM, Degradation, Users requesting new and replacement pins were not receiving email messages containing the essential pin data.  Current users with active pins were processing.  Pearson, PPS, and CSC staff developed a technical solution and successfully tested in the performance environment.  It was successfully implemented in the production environment.    Ticket # AM3101620.
	
	
	John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FFEL
	
	G


	G
	100%
	
	
	 
	George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	G
	G
	FMS
	
	G
	G
	100%
	
	
	
	George Altiery, CSC, 202.354.7006

Yolanda Brooks, ITS, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	G
	G
	Students.gov
	
	  G
	 G
	100%
	· 4/29, 1:51 PM – 5:09 PM, Degradation. Server auto-booted itself which corrupted the routing files causing the length of the degradation. CSC is continuing to investigate the cause. Ticket # AM3190639.
· 4/01, 12:08AM-2:13AM, The clones were recycled for students.gov. Application contractor contacted.  IBM and CSC support is still investigating and troubleshooting this issue.  Ticket # AM3112442.  
	
	
	John Yurachek, CSC, 202.354.7007

Gail Gurley, ITS, 202.377.3588

	G
	G
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	G
	G


	100%
	· 4/29, 1:51 PM – 5:09 PM, Degradation. Server auto-booted itself which corrupted the routing files causing the length of the degradation. CSC is continuing to investigate the cause. This degradation affected Students.gov, eCB, and ezAudit.
· 3/17, 08:59 AM - 09:20 AM, Microstrategy Intel server SFANT047 crashed and rebooted due to a very large CMDM job that was being processed, causing the CPU to spike and abend. CSC and Accenture are continuing to investigate the situation. USD Ticket AM3072349
· 3/12, 06:40 PM - 06:55 PM, Interwoven server was rebooted because the client receiver was down. A reboot was needed to restart the application. Ticket # AM3060758.
	
	
	Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	EAI (MQ-Series)
	
	G
	G
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Extranet
	
	G
	G
	100%
	
	
	
	Will Handley, ROH, 202.487.6262

Denise Barnes, ITS, 202.377.3576

Mike Fillinich, FSA, 202.377.3056

	G
	G
	SAIG Mailboxes
	
	G
	G
	100%
	· 5/3, UPDATE:  Root Cause: A JRun service hung for an unknown reason. This issue (4/11,  AM3137510) is a duplicate of the SAIG Web site problem (AM2989439) from 17 February 2004. From that RCA (Action Item #3), Macromedia suggested that the J-Run components be upgraded to the latest versions.  The updated JRun modules have been included as part of the SAIG server refresh now scheduled for May 16, 2004.

· 4/11, 11:10:44 AM – 1:15 PM Users could not access the website.  The server did not connect properly to HPL15. The jrun service was restarted. Root cause is being investigated. Ticket # AM3137510.

· 2/17, 8:32am - 9:24am, The E-mail function on the website was inoperable. The JRUN process needed to be restarted to alleviate the problem. Ticket # AM2989439.
	
	
	George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

Mike Fillinich, FSA, 202.377.3056

	G
	G
	SAIG Enrollment
	
	G
	G
	100%
	5/2, 11:00 PM – 5/3, 1:03 AM. Outage, SAIG Portal was unavailable between 11:00 PM on Sunday 05/02 and 01:03 AM on Monday 05/03. SFANT014 needed to be rebooted to alleviate a known JRUN problem and allow user connectivity. Ticket AM3196152.


	
	
	George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

Mike Fillinich, FSA, 202.377.3056

	G
	G
	Rational Suite
	
	G
	G
	100

%
	
	
	
	George Altiery, CSC, 202.354.7006

Johan Bos-Beijer, ITS, 202-377-3302

Mike Fillinich, FSA, 202.377.3056

	R
	G
	Enterprise Change Management (ECM) Tool
	
	R
	G
	92%
	5/6, 7:06AM – 8:50AM, Clearquest hung.  Data Center staff rebooted the server to clear problem.  Research continuing through logs to identify the root cause.
	ClearQuest and ECM Users
	8:50AM on 5/7
	George Altiery, CSC, 202.354.7006

Johan Bos-Beijer, ITS, 202-377-3302

Mike Fillinich, FSA, 202.377.3056

	G
	G
	Webtrends
	
	G
	G
	100%
	
	
	
	John Yurachek, CSC, 202.354.7007

Tim Lin, ITS, 202.377.3585

Mike Fillinich, FSA, 202.377.3056

	
	
	COO
	
	
	
	
	
	
	
	

	G
	G
	Ombudsman
	
	G
	G
	100%
	Apr 16, 10:40 AM – 10:50 AM, SFANT005 was degraded between 8:00 PM on  Thursday, 4/15 and 10:40 AM on Friday, 4/16. There was a security change performed Friday night and testing was signed off by the application  team. It was then discovered that database replication was not functioning properly and a reboot of the server was required to alleviate the situation causing a ten minute outage from 10:40 to 10:50 AM on Friday 04/16. Ticket number AM3153327.
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FSANet
	
	G
	G
	100%
	
	
	
	George Altiery, CSC, 202.354.7006

Denise Barnes, ITS, 202.377.3576

	                                                                                                                              G  =  Met 100% SLA operational availability requirements                                                                                                                                                         G

                                                                                                                              Y  =  Met less than 100%  - above 99.7%  SLA operational availability requirements                                                                                                                 Y                                                                                                                                   
                                                                                                                              R  =  Met less than 99.7%  SLA operations availability requirements                                                                                                                                          R
* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.
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