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5/20/2004                                          Virtual Data Center Operations Status Report for the Previous 24 hours                                      FSA


	INFRASTRUCTURE
	APPLICATION
	Current Status 

as of

8:00am, 

Thursday,

May 20, 2004
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Up Time
	FSA Business/CSC SDM/FSA CIO Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	G
	G
	Debt Management Collection System (DMCS)
	
	G
	G
	100%
	
	
	
	Brian Sullivan, FSA, 202.377.3254

George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Direct Loan (DL) Consolidation
	
	G
	G
	100%
	· 4/17, 6:02 AM – 6:12 AM, There was an outage and two degraded states for loan consolidation. It was degraded between 1:03 AM and 2:05 AM and between 4:43 AM and 6:02 AM on Saturday morning 04/17/04 as the promissory notes page of the webpage was unavailable. CSC tried numerous times to contact EDS and finally rebooted the box between 6:02 AM and 6:12 Am.  Ticket AM3155541.

· 3/18, 03:15 AM - 03:25 AM, DLENOTE.ED.GOV was unavailable due to a file partition filling up. EDS support cleaned up the file system and the application was recycled to alleviate the problem.  Ticket # AM3079178.
	
	
	Denise Leifiste, FSA, 202.377.3293      Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	DL Servicing
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580 Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Credit Management Datamart (CMDM) 
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580

Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	Delinquency Loan Datamart (DLM)
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580

Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	G
	G
	Financial Partners Datamart (FPDM)
	
	G
	G
	100%
	
	
	
	Anna Allen, FSA, 202.377.3312      Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	FP Portal
	
	G
	G
	100%
	
	
	
	Anna Allen, FSA, 202.377.3312      

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	NSLDS
	
	G
	G
	100%
	· 4/1, 11:35 – 11:57 AM, NSLDSFAP web site (SSFANT057) was degraded.  The Web Service was restarted. SFANT057 users had to refresh their servers. CSC support is still investigating with the application team the root cause of this problem.  This server is load balanced...one of three servers. Ticket # AM3113881.


	
	
	Sandra Fowler, FSA, 202.377.3549 George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	G
	G
	eZ-Audit
	
	G
	G
	100%
	· 5/14, 9:30 AM on May 14 – 5/16, 3:30 PM, Degradation. Some users were experiencing intermittent problems accessing the website due to a known application bug. Schools with over a billion dollars in assets could not access EZAudit. On 5/16, a change to deploy a new Ear file was planned, executed, and tested during the maintenance window. Ticket  # AM3234284.

***    3/10, 07:00 AM - 08:05 AM, the EZAudit instance to the database was down coming out of the Backup window due to a known multi-streaming issue. This is currently being tested and planned to be implemented into the production environment during the Sunday 03/28/2004 maintenance window.  Ticket # AM3052482. RESOLUTION: The scripts to start the database after the backup ran were never invoked. This is a known problem with the scripts - it occurs when the backups of two file systems complete at the same time in NETBACKUP - which can occur when data streaming is used. This has been mitigated by removing data streaming from this backup, along with nine other critical database backups. In addition, the failure of the Customer Support staff to escalate the alert prior to completion of the backup window resulted in the unavailability of the database after the backup window expired. Availability management is reviewing backup monitoring and escalation procedures. Improvement opportunities will be identified and implemented as necessary.


	 
	        
	Ti Baker, FSA, 202.377.3156, John Yurachek, CSC, 203.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	PEPS


	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	EAPP
	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	eCBS
	
	G
	Y
	99%
	5/19, 03:40 PM – 08:31 PM, Degradation. eCBS was degraded due to a once a year simulation being performed by INDUS which distributes funding to all schools in the database. This year was the first time  a simulation this large was used, causing database pool resources to be used up which, in turn, caused users to experience timeouts and/or slow response. CSC increased the database connection pool parameter from 10 to 20 and the eCBS clones were restarted one at a time to alleviate the situation. The simulation was then rerun with no adverse effects to the system. However, very little user activity was occurring at that time (approx 11 PM). No prior notification of this procedure was provided to CSC thus hindering the investigation and resolution of the event. This morning (5/20), we detected additional simulation runs, again with no adverse effects to the system and with no appreciable user load. Ticket AM3250008.
	 
	 
	Harrison Bannister, FSA, 202.377.3178 John Yurachek, CSC, 203.354.7007

Tim Lin, ITS, 202.377.3585

	G
	G
	IFAP
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202.377.4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	COD EAI Network Interface
	
	G
	G
	100%
	***    4/22, 10:18 PM – 10:50 PM, Outage. Bulk Transfers were delayed as SU35E3 detected a

hardware failure on board 19 and rebooted itself. CSC has contacted SUN to replace the defective board this coming Sunday, 4/26 during the regularly scheduled maintenance window. Ticket AM3172256. RESOLUTION: There was no RCA generated for AM3172256 because there was no impact to production.  SU35E14  pickup up the load and production continued.   We only generate RCA’s for severity 1 or severity 2 problems because these impact production.  This was a severity 3 problem and only resulted in a follow up action item which was to have Sun replace the failed part during the maintenance window.  The part was replaced during a normal maintenance window. Here is the detail from the ticket.

***    3/14, 11:00am – 11:55am, EAI came up 55 minutes late after the maintenance window due to the COD release running over its time limit. Ticket # AM3062553. RESOLUTION: This ticket combined with AM3062582. Both incidents related to the incident in RCA AM3060714 (FSA Development Servers Unavailable). The open action items in those RCAs tracked in RCA AM3060714.  RESOLUTION FROM RCA #AM3060714:  NFS server (SU35E16) was hung due to multiple cross-mount points.  NFS mounts from SU35E16 (NFS server) could not find SU22E28, FSASVSMRD08, and FSASVSMRD09 (NFS clients).  NFS services were stopped and started on SU35E16, which cleared RC services to start.  NFS mounting problem on the three client servers cleared after they were rebooted. NFS mount verification at the NFS Server for correct mount points is required when rebooting NFS clients. The NFS mount issues could have been prevented by rebooting the servers in the proper sequence (NFS servers first, then client).
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	Schools Portal
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202.377.4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	Student Aid on the Web

(SAOTW)
	
	G
	G
	100%
	
	
	
	Mary K. Muncie, FSA, 202.377.3202

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FAFSA Demo
	
	G 
	G  
	100%
	
	
	
	Nina Colon, FSA, 202.377.3384     John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FAFSA
	
	G
	G
	100%
	
	
	
	Nina Colon, FSA, 202.377.3384     John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	CPS
	
	G
	G
	100%
	***     3/12, 01:06 PM - 01:50 PM, Timeouts occurred on the FOTW website due to a problem on the CPS mainframe system. Workspace for a CICS log offload job was unavailable causing an allocation WTO to be generated. The job was cancelled and 4 additional volumes were added to alleviate the lockout. Ticket # AM3062605. RESOLUTION: The CPS workload has increased to include various SMF analysis jobs that require large amounts of temporary work space to sort records.  The four additional volumes added to the work pool should be sufficient to accommodate these types of requests in the future.   
· 3/11, 4:39pm – 5:56pm, One of the optical libraries went offline. It has already been scheduled for the motherboard to be replaced on Sun, Mar 21.  Ticket # AM3041954

· 3/5, 10:37am – 12:05pm, One of the optical libraries went offline (CPSOPD50)...there was one job accessing this library which abended and had to be restarted. The motherboard had to be reset; the motherboard is currently scheduled to be replaced on March 21st.  Ticket # AM3041954.
	 
	 
	Ida Mondragon, FSA, 202.377.3243     John Yurachek, CSC, 202.354.7007

Jim Cunningham, ITS, 202.377.3577

	G
	G
	PIN Site
	
	G
	G
	100%
	
	
	
	Nina Colon, FSA, 202.377.3384     John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FFEL
	
	G


	G
	100%
	5/18, 7:14 PM and 9:35 PM, Outage. Some users reported that they could not access the GSL database. A batch job with previous application issues locking up IDMS is believed to be the problem. Job GSLAWG15 was cancelled and the IDMS region was recycled to alleviate the problem. Ticket AM3246027.
	
	 
	Greg Plenty, FSA, 202.377.3253

George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	G
	G
	FMS
	
	G
	G
	100%
	
	
	
	Milton Thomas, FSA, 202.377.3182 George Altiery, CSC, 202.354.7006

Yolanda Brooks, ITS, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	G
	G
	Students.gov
	
	  G
	 G
	100%
	
	
	
	Lynda Folwick, FSA, 202.377.3514     John Yurachek, CSC, 202.354.7007

Gail Gurley, ITS, 202.377.3588

	G
	G
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	G
	G


	100%
	***    3/12, 06:40 PM - 06:55 PM, Interwoven server was rebooted because the client receiver was down. A reboot was needed to restart the application. Ticket # AM3060758. RESOLUTION: This ticket combined with and tracked in RCA AM3060714 (FSA Development Servers Unavailable). The open action item in those RCAs tracked in RCA AM3060714.  RESOLUTION FROM RCA #AM3060714:  NFS server (SU35E16) was hung due to multiple cross-mount points.  NFS mounts from SU35E16 (NFS server) could not find SU22E28, FSASVSMRD08, and FSASVSMRD09 (NFS clients).  NFS services were stopped and started on SU35E16, which cleared RC services to start.  NFS mounting problem on the three client servers cleared after they were rebooted. NFS mount verification at the NFS Server for correct mount points is required when rebooting NFS clients. The NFS mount issues could have been prevented by rebooting the servers in the proper sequence (NFS servers first, then client).
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	EAI (MQ-Series)
	
	G
	G
	100%
	
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	Extranet/Internet
	
	G
	G
	100%
	
	
	
	Mike Fillinich, FSA, 202.377.3056

Will Handley, ROH, 202.487.6262

Denise Barnes, ITS, 202.377.3576

	G
	G
	SAIG Mailboxes
	
	G
	G
	100%
	· 5/20, UPDATE: The SAIG server refresh postponed to May 23. 

· 5/3, UPDATE:  Root Cause: A JRun service hung for an unknown reason. This issue (4/11,  AM3137510) is a duplicate of the SAIG Web site problem (AM2989439) from 17 February 2004. From that RCA (Action Item #3), Macromedia suggested that the J-Run components be upgraded to the latest versions.  The updated JRun modules have been included as part of the SAIG server refresh now scheduled for May 16, 2004.

· 4/11, 11:10:44 AM – 1:15 PM Users could not access the website.  The server did not connect properly to HPL15. The jrun service was restarted. Root cause is being investigated. Ticket # AM3137510.

· 2/17, 8:32am - 9:24am, The E-mail function on the website was inoperable. The JRUN process needed to be restarted to alleviate the problem. Ticket # AM2989439.
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

	G
	G
	SAIG Enrollment
	
	G
	G
	100%
	5/2, 11:00 PM – 5/3, 1:03 AM. Outage, SAIG Portal was unavailable between 11:00 PM on Sunday 05/02 and 01:03 AM on Monday 05/03. SFANT014 needed to be rebooted to alleviate a known JRUN problem and allow user connectivity. Ticket AM3196152.


	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

	G
	G
	Rational Suite
	
	G
	G
	100%
	
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Johan Bos-Beijer, ITS, 202-377-3302

	G
	G
	Enterprise Change Management (ECM) Tool
	
	G
	G
	100%
	· 5/11, 11:08 PM, Tuesday – 1:02 AM, Wednesday, 5/12. ECM was unavailable due to a known application issue. The server was rebooted and the application team was notified. Ticket AM3225288.

· 5/6, 7:06AM – 8:50AM, ClearQuest hung.  Data Center staff rebooted the server to clear problem.  Research continuing through logs to identify the root cause. Ticket # AM3213444.
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Johan Bos-Beijer, ITS, 202-377-3302

	G
	G
	Webtrends
	
	G
	G
	100%
	
	
	
	Mike Fillinich, FSA, 202.377.3056     John Yurachek, CSC, 202.354.7007

Tim Lin, ITS, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	G
	G
	Ombudsman
	
	G
	G
	100%
	Apr 16, 10:40 AM – 10:50 AM, SFANT005 was degraded between 8:00 PM on  Thursday, 4/15 and 10:40 AM on Friday, 4/16. There was a security change performed Friday night and the application team signed off testing. It was then discovered that database replication was not functioning properly and a reboot of the server was required to alleviate the situation causing a ten minute outage from 10:40 to 10:50 AM on Friday 04/16. Ticket number AM3153327.
	
	
	Corwin Jennings, FSA, 202.377.3291, Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FSANet
	
	G
	G
	100%
	
	
	
	Chris Greene, FSA, 202.377.4003, George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 202.377.3588

	                                                                                                                              G  =  Met 100% SLA operational availability requirements                                                                                                                                                         G

                                                                                                                              Y  =  Met less than 100%  - above 99.7%  SLA operational availability requirements                                                                                                                 Y                                                                                                                                   
                                                                                                                              R  =  Met less than 99.7%  SLA operations availability requirements                                                                                                                                          R
* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.
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