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6/18/2004                                          Virtual Data Center Operations Status Report for the Previous 24 hours                                      FSA


	INFRASTRUCTURE
	APPLICATION
	Current Status 

as of

8:00am, 

Friday

June 18, 2004 
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Up Time
	FSA Business/CSC SDM/FSA CIO Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	G
	G
	Debt Management Collection System (DMCS)
	
	G
	G
	100%
	
	
	
	Brian Sullivan, FSA, 202.377.3254

George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Direct Loan (DL) Consolidation
	
	G
	G
	100%
	
	
	
	Denise Leifiste, FSA, 202.377.3293      Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	DL Servicing
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580 Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Credit Management Datamart (CMDM) 
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580

Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	Delinquency Loan Datamart (DLM)
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580

Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	G
	G
	Financial Partners Datamart (FPDM)
	
	G
	G
	100%
	
	
	
	Anna Allen, FSA, 202.377.3312      Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	FP Portal
	
	G
	G
	100%
	
	
	
	Anna Allen, FSA, 202.377.3312      

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	NSLDS
	
	G
	G
	100%
	6/15, 11:00 AM - 1:30 PM, Outage. The NSLDSFAP website was unavailable due to a faulty TIC card for the port on the front end processor. CSC rectified this situation and replaced the port cable to allow user access to the site and prevent future problems. Ticket AM3318652.


	
	
	Sandra Fowler, FSA, 202.377.3549 George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	G
	G
	eZ-Audit
	
	G
	G
	100%
	
	 
	        
	Ti Baker, FSA, 202.377.3156, John Yurachek, CSC, 203.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	PEPS


	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	EAPP
	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	ECBS
	
	G
	G
	100%
	
	 
	 
	Harrison Bannister, FSA, 202.377.3178 John Yurachek, CSC, 203.354.7007

Tim Lin, ITS, 202.377.3585

	G
	G
	IFAP
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202.377.4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	COD EAI Network Interface
	
	G
	G
	100%
	6/15, 11:44 AM - 12:32 PM, Outage. Bulk transfers were delayed due to a maximum  number of MQM processes allowed. Application support requested that CSC change the Kernal parameter from 75 to 512 (maximum allowed) to allow the transfer to occur. CSC is investigating why this application change was necessary to allow processing. Ticket AM3318910.
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	Schools Portal
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202.377.4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	Student Aid on the Web

(SAOTW)
	
	G
	G
	100%
	
	
	
	Mary K. Muncie, FSA, 202.377.3202

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FAFSA Demo
	
	G 
	G  
	100%
	
	
	
	Nina Colon, FSA, 202.377.3384     John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FAFSA
	
	G


	R
	64%
	· 6/17, 4:00 AM - 12:25 PM, Outage. User email messages from CSC to NCS were undeliverable due to an NCS Pearson mail relay problem. The outage was relieved by actions taken by NCS Pearson support personnel. SD Ticket AM3325732.

· 5/23, 11:00AM – 12:35PM, Degradation, MQ-Series did not start properly coming out of the maintenance window on servers HPN15 and HPN16 causing some users on those servers to timeout.  Degradation due to HPN7 server still operational and able to process users data.  Ticket AMD3257603.
	FAFSA Users
	12:25 PM on 6/16


	Nina Colon, FSA, 202.377.3384     John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	CPS
	
	G
	G
	100%
	
	 
	 
	Ida Mondragon, FSA, 202.377.3243     John Yurachek, CSC, 202.354.7007

Jim Cunningham, ITS, 202.377.3577

	G
	G
	PIN Site
	
	G
	G
	100%
	
	
	
	Nina Colon, FSA, 202.377.3384     John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FFEL
	
	G


	G
	100%
	· 6/10, 3:30 PM - 4:36 PM , IDMS and CICS locked up due to the suspension of tape activity. The lack of tape processing was caused by a TMS backup job abend deactivating an installation exit. CSC restarted the installation exit and unlocked the IDMS log dump to free up CICS and IDMS.  Ticket AM3308638.

***    6/2, 10:00 AM - 4:00 PM. Degradation. TSO users were experiencing slow response and/or lockouts periodically during the day due to the heavy monthly production batch mix and the priority of certain jobs causing performance issues.  CSC has made some SDSF/TSO changes to prevent future problems. Ticket AM3282659. RESOLUTION: Multiple 'job tuners' in contention for system resources. There were two different TSO ID's resetting job performance group assignments on the FFEL mainframe. One ID was a production job scheduler, the other was a user not authorized to change job priorities. CPU intensive work assigned to Performance Group 6 was pre-empting second and third period TSO transactions. In addition, the CPU intensive work assigned to Performance Group 22 was pre-empting third period TSO transactions and all other batch processing. Tasks at the bottom of the dispatch chain were not getting access to the CPU. There were multiple jobs in Performance Group 6 ('HOT' batch). Also there were up to 15 jobs in Performance Group 22 ('important batch'). The use of these Performance Groups by personnel outside of Production Control caused the performance problems for other users and transactions accessing TSO and delays in the production batch processing. CPU intensive jobs should never be assigned to Performance Group 6. In addition, Production Control Job Schedulers are the only personnel allowed to use Performance Group 22, as it requires careful monitoring by the scheduler working the jobs assigned to that group. The use of Performance Group 22 should be kept to a minimum and, if used, watched by the Production Control Job Schedulers. When a user is not getting adequate turnaround time for their jobs, they have the ability to call the CSC Help Desk to request a change in job priority. The review of the request to change a job's priority can in turn be done with FSA, CSC Production Operations, or the Application Support Team. If deemed appropriate, the priority for the job(s) in question can be adjusted upward (in a monitored environment) to ensure they are given enough CPU to complete in a reasonable amount of time without impacting the rest of the FFEL workload.
· 6/1, 2:30 PM - 3:25 PM. Degradation. FFEL TSO users were clocking and/or experiencing slow response due to transaction G310. CSC changed the dispatching priority to free up the users and eventually cancelled the transaction. This degradation effected TSO users only.  Ticket AM3280363.
	  
	 
	Greg Plenty, FSA, 202.377.3253

George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 

202.377.3588

	G
	G
	XML
	
	G
	G
	100%
	6/6, 4:00PM – 8:15PM, Degradation.  One of the clones could not connect to the database due to an erroneous password.  Password corrected and all clones connected and operational. Ticket AM3292927. RESOLUTION: Although there were a few indications of trouble during the week of testing, none of the testers or any of the administrators noticed or reported a problem on the application.  The promotion of the application from stage to production was a manual effort. This increased the chance of error promoting applications this way in lieu of a pre-packaged deployment where the data is untarred or scripted.  CSC will be working with PPS to determine if there is a way to automate the installation, where passwords are needed such as the Session Management for the clones. Although testing of individual clones is a time consuming process, it is the only process that will guarantee that the change control was implemented properly on all of the components. This type of testing can be very time consuming with increases in the test plan or the number of clones.  Prepare a checklist of items to check when initially placing a new application into the production environment.  Doing this should reduce the number of human errors during an initial installation.
	
	
	Holly Hyland, FSA, 

202-377-3710

Jack Gillotti, CSC, 203-317-4816

Amy Luycx, ITS,  202-377-4456

	
	
	CFO
	
	
	
	
	
	
	
	

	G
	G
	FMS
	
	G
	G
	100%
	
	
	
	Milton Thomas, FSA, 202.377.3182 George Altiery, CSC, 202.354.7006

Yolanda Brooks, ITS, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	G
	G
	Students.gov
	
	  G
	 G
	100%
	
	
	
	Lynda Folwick, FSA, 202.377.3514     John Yurachek, CSC, 202.354.7007

Gail Gurley, ITS, 202.377.3588

	G
	G
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	G
	G


	100%
	
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	EAI (MQ-Series)
	
	G
	G
	100%
	
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	Extranet/Internet
	
	G
	G
	100%
	5/25, 9:40 AM – 2:17 PM, Degradation. Internet connectivity was degraded as some websites were experiencing intermittent access problems due to route flapping between the primary and backup routers. This was caused by a level 3 internet service provider routing change that was performed by SBC without CSC’s knowledge. Between 02:17 PM 5/25 and 07:45 AM 5/26 internet traffic was designated to the backup router while CSC and SBC made the appropriate changes to router configurations, software, and IP addresses. Traffic was placed back on the primary router without incident at 07:45 on 5/26. Ticket AM3262106.
	
	
	Mike Fillinich, FSA, 202.377.3056

Will Handley, ROH, 202.487.6262

Denise Barnes, ITS, 202.377.3576

	G
	G
	SAIG Mailboxes
	
	G
	G
	100%
	6/1, 4:15 PM - 04:16 PM. SAIG Mailboxes was unavailable due to JRUN being recycled to alleviate a known application problem. Ticket AM3279944. FYI: Re-entry for previous ticket AM3270879 due to incorrect reference number.
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

	G
	G
	SAIG Enrollment
	
	G
	G
	100%
	5/23, 1:00 PM – 5:25, 2:30 PM. Degradation. FSA developers were unable to access the Web enroll website. Internet users had access to the site during this timeframe. CSC was notified of this at approximately 2:00 PM on Tuesday May 25th and the problem was rectified at 02:30 PM.CSC added the needed Intranet IP addresses to the refreshed server FSANT014 that was added during the Sunday maintenance window. Ticket AM3264311.
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

	G
	G
	Rational Suite

(Enterprise Change Management Tool,  Rose, ClearQuest, ClearCase, Reqpro) 
	
	G
	G
	100%
	· 5/25,  9:20 AM – 9:30 AM, and 4:24 PM – 4:38 PM. Degradation. The ECM server was rebooted twice, tickets AM3262421 and AM3264979. FYI: Both tickets were related to the same problem. Two reboots were necessary due to incorrect IP address information supplied to CSC.

· 5/11, 11:08 PM, Tuesday – 1:02 AM, Wednesday, 5/12. ECM was unavailable due to a known application issue. The server was rebooted and the application team was notified. Ticket AM3225288.  UPDATE, 5/21: Upgrade to version 2 is in progress. Estimated completion date to be determined. UPDATE, 5/26:  Estimated completion date – October 2004.

· 5/6, 7:06AM – 8:50AM, ClearQuest hung.  Data Center staff rebooted the server to clear problem.  Research continuing through logs to identify the root cause. Ticket # AM3213444.  UPDATE, 5/21: Upgrade to version 2 is in progress. Estimated completion date to be determined.  DATE. 5/26: Estimated completion date – October 2004.
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Johan Bos-Beijer, ITS, 202-377-3302

	G
	G
	Webtrends
	
	G
	G
	100%
	
	
	
	Mike Fillinich, FSA, 202.377.3056     John Yurachek, CSC, 202.354.7007

Tim Lin, ITS, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	G
	G
	Ombudsman
	
	G
	G
	100%
	
	
	
	Corwin Jennings, FSA, 202.377.3291, Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FSANet
	
	G
	G
	100%
	
	
	
	Chris Greene, FSA, 202.377.4003, George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 202.377.3588

	                                                                                                                              G  =  Met 100% SLA operational availability requirements                                                                                                                                                         G

                                                                                                                              Y  =  Met less than 100%  - above 99.7%  SLA operational availability requirements                                                                                                                 Y                                                                                                                                   
                                                                                                                              R  =  Met less than 99.7%  SLA operations availability requirements                                                                                                                                          R
* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.
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