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10/21/2004                                          Virtual Data Center Operations Status Report for the Previous 24 hours                                      FSA


	I                                    NFRASTRUCTURE
	APPLICATION
	Current Status 

as of

8:00am, 

Thursday, 

Oct 21, 2004
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Up Time
	FSA Business/CSC SDM/FSA CIO Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	G
	G
	Debt Management Collection System (DMCS)
	
	G
	G
	100%
	
	
	
	Brian Sullivan, FSA, 202.377.3254

George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Direct Loan (DL) Consolidation
	
	G
	G
	100%
	***    7/25, 2:11 PM – 2:26 PM, Outage. LCWEB was unavailable due to a known application problem. CSC attempted to contact EDS then rebooted the server (HPL2) to alleviate the critical memory errors. Ticket AM3431216. RESOLUTION: Paul Izzo rebooted server to correct the high memory. An RCA  was not initiated.

***    7/20, LCWEB was degraded between 09:09 AM and 12:22 PM as users were experiencing slow response times accessing the website. There was a one minute outage at 12:22 to 12:23 when the application was restarted to pick up EDS application changes to the minimum and maximum thread counts (48 to 512 and 1024 to 2048). CSC also changed the kernel parameter to support the EDS change and added daily morning reboots at 05:30 AM to the regular reboot schedule to help facilitate faster response times during this peak season. USD Ticket AM3416082. RESOLUTION: EDS changed the min /max user threads on the webserver from 48/512 min/max to 1024/2048 min/max. Web response is very good. As action was taken by EDS, a RCA was not initiated. 

***   7/7, 8:00AM, Degradation.  HPN2 was removed from load balancing with HPL13 for LCWEB. CSC, Cisco, EDS, and Accenture are investigating for problem determination and resolution. There was no interruption of service as HPL13 is handling the user traffic. Ticket AM3378720. RESOLUTION:  was submitted after adding HPN2 to load balance with the existing server HPL13 for EMPN.  EDS had developed a nonstandard setup for the EMPN application, which did not support a common application on the back-end capable of tracking sessions from the two web servers.  EDS requested that we configure the CSS to stick on SSL sessions.  This was completed. Shortly after the migration to a cluster configuration it was discovered that the CSS was moving clients between the two servers.  Testing proved that the SSL sessions were changing out during the customers’ transaction.

To solve this issue, the CSS was configured to stick on source IP addresses, which would remain constant solving the problem. This was during the conversion to EMPN and CSC was working with EDS/Accenture to load balance the additional server using the CSS.  Because this was new and we followed EDS’s recommendations no RCA was initiated. (Note that Ticket AM3378717-HPL13 was a duplicate ticket for the same issue)


	
	
	Denise Leifiste, FSA, 202.377.3293      Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	DL Servicing
	
	G
	G
	100%
	***   7/7, 00:09 AM – 02:00AM, LOWEB was unavailable due to an incorrectly scheduled CRON job   that placed a maintenance window page on the site. CSC contacted the EDS application team and while investigating another CRON job took the MW page off at 2AM. Ticket AM3382478. RESOLUTION:  As this issue was clearly EDS, CSC did not create an RCA.
	
	
	Catherine Power, FSA, 202.377.3580 Jack Gillotti, CSC, 203.317.4816

Mike Fillinich, ITS, 202.377.3056

	G
	G
	Credit Management Datamart (CMDM) 
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580

Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	Delinquency Loan Datamart (DLM)
	
	G
	G
	100%
	
	
	
	Catherine Power, FSA, 202.377.3580

Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	G
	G
	Financial Partners Datamart (FPDM)
	
	G
	G
	100%
	***      7/13, 9:20 AM – 3:30 PM, Degradation. Informatica was degraded, as they could not deploy content changes to servers SU35E9 and SU35E13. An emergency change was performed to adjust configuration files and restart Open Deploy. Ticket AM3397296. RESOLUTION: There is no RCA for AM3397296 because it was a break/fix change requested by Randy Blaustein to have the configuration files changed on SU35E9 and SU35E13 to add path name /www/portals/web/fp. This was preventing FP from pushing content to the servers. The ticket should have been lowered to a 3 once the change was scheduled and implemented.


	  
	  
	Anna Allen, FSA, 202.377.3312      Jack Gillotti, CSC, 203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	FP Portal
	
	G
	G
	100%
	
	
	
	Anna Allen, FSA, 202.377.3312      

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	NSLDS
	
	G
	G
	100%
	· 9/22 – 9/23, 11:43 PM – 1:39 AM, Degradation. NSLDS.ED.GOV was degraded as users were experiencing intermittent access problems. IIS web-services were restarted causing an outage between 01:40 and 01:43 to alleviate the situation. CSC is following up with the application team for problem determination. Ticket AM3605280.
· 8/20, 9:55 AM – 10:19 AM, NSLDS.ED.GOV website was unavailable. The World Wide Web Publishing Service was restarted to restore connectivity. The cause of the service failing is under investigation. Ticket AM3508004. UPDATE: CSC and AEM have reviewed all log files and they do not show anything abnormal. Since there is no error event being recorded in any of the log files, Microsoft has indicated that there could be a page file memory resource situation. Therefore, CSC is going to implement the same pagefile fix being done to the NSLDS FAP servers. This action will increase the size of the pagefile to 1.5 times the size of memory and will address any paging issues that the application might be encountering. CSC has opened a ticket with Microsoft Support (SRX040826602326) to get their recommendation on how to figure out what is bringing the Web services down. The NSLDS servers are in the process of a hardware and software refresh that is scheduled to be completed by the end of December 2004. This refresh will have the impact of doubling the size of available memory to 2GB, as well as the operating system being upgraded to Windows 2000. These improvements should reduce the memory fragmentation and/or resource related problems inherent in Windows NT 4.0.
· 8/17 – 8/18, Outage. NSLDSFAP.ED.GOV was unavailable from 11:46 PM on Tuesday August 17th to 03:31 AM Wednesday August 18th. The server SFANT056 was rebooted to restore connectivity. CSC is investigating for root cause and problem determination. Ticket AM3499634.  UPDATE: Per Microsoft’s technical support, the problem is indicative of a locked up system, as a result of running out of memory or pagefile space. The NSLDS servers are scheduled for a hardware and software refresh by the end of December 2004. This refresh will have the double impact of doubling the size of available memory to 2GB, and the Operating system will be upgraded to Windows 2000. These improvements should reduce the memory fragmentation and/or resource related problems inherent in Windows NT 4.0.

	
	
	Sandra Fowler, FSA, 202.377.3549 George Altiery, CSC, 202.354.7006

Mike Fillinich, ITS, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	G
	G
	Ez-Audit
	
	G
	G
	100%
	
	 
	 
	Ti Baker, FSA, 202.377.3156, John Yurachek, CSC, 203.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	PEPS


	
	G
	G
	100%
	
	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	EAPP
	
	G
	G
	100%
	***    8/22, 11:00AM – 11:30AM, Eligcert.com unavailable.  VDC staff exceeded scheduled maintenance window by 30 minutes.   Ticket AM3512100. RESOLUTION: No RCA was created. The outage was due to a change that ran over and CIO supported additional waiver for extension.


	
	
	Molly Wyatt, FSA, 202.377.3358

Jack Gillotti, CSC,

203.317.4816

Tim Lin, ITS, 202.377.3585

	G
	G
	eCBS
	
	G
	G
	100%
	
	
	
	Harrison Bannister, FSA, 202.377.3178 John Yurachek, CSC, 203.354.7007

Tim Lin, ITS, 202.377.3585

	G
	G
	IFAP
	
	G
	G
	100%
	
	
	
	Colleen Kennedy, FSA, 202.377.4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	COD EAI Network Interface
	
	G
	G
	100%
	· 8/4 and 8/5, Degradation. EAI BUS – Between 04:24 PM – 04:25 PM on Wednesday August 4th and 05:27 PM – 05:29 PM on Thursday August 5th 14 and 5 batch jobs, respectively, failed due to lack of swap space on server R5470-15. Unusually high utilization consumed all of the space. There is a change being planned for the Sunday maintenance window for 
kernel parameter changes to add more swap space. Ticket AM3468026.

· 7/13, 2:15 PM – 3:27 PM, Outage. The EAI BUS Bulk Transfers were delayed due to application problems. The frequency of DI Status Queue cleanup scripts need to be increased and the scheduling of COD Status/Statistics messages need to be adjusted to allow the Bulk Transfers to process. Ticket AM3397304.  UPDATE:  PPS will inform their COD contacts to stop sending FTF status/statistics messages. Expected completion of this action item is 09-01-04.
· 6/15, 11:44 AM – 12:32 PM, Outage. Bulk transfers were delayed due to a maximum number of MQM processes allowed. Application support requested that CSC change the Kernel parameter from 75 to 512 (maximum allowed) to allow the transfer to occur. CSC is investigating why this application change was necessary to allow processing. Ticket AM3318910.

· 6/28, 9:23 AM – 9:53 AM, Outage. The bulk transfers were delayed. The FTFRCV process needed to be restarted to alleviate the situation.  Ticket AM3353740.  7/14, UPDATE: This is a defect in the Commerce Quest.  This was investigated by Jeff Balboni, Michael McCarey, and Scott Gray (PPS).  All of these individuals reported inconclusive results from individual analysis.  The log files did not contain enough information to determine the cause.  Scott Gray has seen this problem before.  A  ticket will be opened with Commerce Quest. Expected completion date is 7/23/04. 


	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	Schools Portal
	
	G
	G
	100%
	Schools Portal was degraded three times in the past 24 hrs. CPU utilization climbed to 100% and the database connections maxed out causing slow response and the calendar function to become unavailable. The clones on RP5470-8 and RP5470-9 were recycled separately to alleviate the degradations. Investigation is ongoing and tickets have been opened with HP and IBM.

Degradation times are as follows:

01:00 PM to 01:56 PM Wednesday October 13th.

06:00 PM to 06:45 PM Wednesday October 13th.

06:40 AM to 08:20 AM Thursday October 14th.

USD Ticket AM3669526.
	
	
	Colleen Kennedy, FSA, 202.377.4119

Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, ITS, 202.377.3577

	G
	G
	Student Aid on the Web

(SAOTW)
	
	G
	G
	100%
	 .
	 
	 
	Mary K. Muncie, FSA, 202.377.3202

Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FAFSA Demo
	
	G 
	G  
	100%
	
	
	
	Nina Colon 202.377.3384       John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FAFSA
	
	R


	G
	100%
	· 10/18 – 10/20,  On ISIR, users receiving internal server error when accessing from the Web. The webfocus application was restarted to alleviate the problem. Outage was from 12:16 PM on Monday, October 18 until 11:51 AM on Wednesday, October 20. 47 hours, 35 minutes. This issue is being investigated with help from Automation to reactivate the TNG alert. Ticket AM3693235.

· 10/18, 9:49 AM – 3:10 PM. FAFSA and Pin Web sites experienced a degradation due to a level 3 router upgrade in the Dallas area which affected AKAMAI. Ticket AM3683172
	ISIR Users
	11:51AM on 10/20
	Nina Colon 202.377.3384

John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	CPS
	
	G
	G
	100%
	
	  
	 
	Bill Leith, FSA, 202.377.3676     John Yurachek, CSC, 202.354.7007

Jim Cunningham, ITS, 202.377.3577

	G
	G
	PIN Site
	
	G
	G
	100%
	10/18, 9:49 AM – 3:10 PM. FAFSA and Pin Web sites experienced a degradation due to a level 3 router upgrade in the Dallas area which affected AKAMAI. Ticket AM3683172
	
	
	Nina Colon 202.377.3384       John Yurachek, CSC, 202.354.7007

John Hsu, ITS, 202.377.3579

	G
	G
	FFEL
	
	G


	G
	100%
	
	
	
	Greg Plenty, FSA, 202.377.3253

George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 

202.377.3588

	G
	G
	XML
	
	G
	G
	100%
	
	
	
	Holly Hyland, FSA, 

202-377-3710

Jack Gillotti, CSC, 203-317-4816

Amy Luycx, ITS,  202-377-4456

	
	
	CFO
	
	
	
	
	
	
	
	

	G
	G
	FMS
	
	G
	G
	100%
	10/19, 9:40 AM – 5:26 PM, Degradation. Encryped passwords within FMS application that permit FTP's had expired. Passowords were reset, this delayed processing of batch jobs. Ticket AM3667801.
	
	
	Milton Thomas, FSA, 202.377.3182 George Altiery, CSC, 202.354.7006

Yolanda Brooks, ITS, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	G
	G
	Students.gov
	
	  G
	 G
	100%
	
	
	
	Lynda Folwick, FSA, 202.377.3514     John Yurachek, CSC, 202.354.7007

Gail Gurley, ITS, 202.377.3588

	G
	G
	ITA

(Network Dispatcher, Autonomy, Google, Interwoven, Websphere, IHS, and Microstrategy)
	
	G
	G


	98%
	· 10/20, Outage. Processor fan failed on ORACLE DB server for ITA and phoned home at 1:00 am on 10/20/04. CPU processor board was replaced by HP. ITA failed over from 3:10 – 3:17 AM on Wednesday, October 20. Siebel experienced an anomaly and had to be failed over manually, this occurred from 3:10 – 3:29 AM, Empn was from 3:10 – 3:32 AM, CMDM was from 3:40 – 3:45 AM. 

· ITA was failed back over to primary DB server from 5:48 – 5:55 AM. Empn was from 5:48 – 5:58 AM, CMDM was from 5:58 – 6:08 AM. Ticket AM3691650.

· 10/18, 2:30 PM  - 3:00 PM. Outage. ITA Website was unavailable. There was a threadlock on the Empn application, persistence was turned on . USD Ticket AM3685128

· 10/15, 11:14 AM – 12:16 PM and 1:06 PM – 1:11 PM, Outage. ITA website was unavailable. An Initial Assessment Summary (IAS)  was sent out to the customer detailing the issue. Ticket AM3678911.

· 10/12, 7:30AM EST – on-going, Outage.  Business users unable to push new web content data through Interwoven/Open Deploy.  Mass storage incapable of handling large new content push by IFAP business customer.  CSC/VDC and FSA/ITA staff analyzed situation and will add an additional 7GB of disk today by 4PM EST and another 14.6 GB of disk next Tuesday morning.  All web sites are functional.  Additional disk will provide at least a 50% disk space buffer.  Projected to be operational by 4PM EST today.
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	EAI (MQ-Series)
	
	G
	G
	100%
	
	
	
	Ganesh Reddy, FSA, 202.377.3557     Dave Lass, CSC, 203.317.5037

Mike Fillinich, ITS, 202-377-3056

	G
	G
	Extranet/Internet
	
	G
	G
	100%
	
	 
	
	Mike Fillinich, FSA, 202.377.3056

Will Handley, ROH, 202.487.6262

Denise Barnes, ITS, 202.377.3576

	G
	G
	SAIG Mailboxes
	
	G
	G
	100%
	
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

	G
	G
	SAIG Enrollment
	
	G
	G
	100%
	
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Lydia Morales, ITS, 202.377.3589

	G
	G
	Rational Suite

(Enterprise Change Management Tool,  Rose, ClearQuest, ClearCase, Reqpro) 
	
	G
	G
	100%
	· 8/25, 11:23 AM – 11:45 AM, ECM was unavailable as users were experiencing timeouts. A database reorganization is planned for the maintenance window for Sunday, 8/29.  Ticket AM3520398.

· 7/26-8/18. The ECM Tool application has been intermittently hanging and been unavailable for periods of 15-30 minutes per incident.  FSA/CIO, CSC, and IBM Rational staffs are analyzing the problem. Tickets AM3431779, AM3437990, AM3436472, AM3448543, AM3455549, AM3457219, AM3459181, AM3463003, AM3460368, AM3463950, AM3464786, AM3466671, AM3467061, AM3468410, AM3468938, AM3470069, AM3476880, AM2380077, AM3480079, AM3480580, 07:52 AM to 08:16 AM Friday 8/13 USD Ticket AM3487932, AM3488016.

· 7/23, 9:30 AM – 10:36 AM, ECM was degraded and unavailable 10:37 AM - 10:50 AM. The application team was performing maintenance and requested CSC reboot the server. ECM was also unavailable 5:06 PM - 5:12 PM when the application was restarted. Tickets AM3428073 and AM3430199. 

· 5/25, 9:20 AM – 9:30 AM, and 4:24 PM – 4:38 PM. Degradation. The ECM server was rebooted twice, tickets AM3262421 and AM3264979. FYI: Both tickets were related to the same problem. Two reboots were necessary due to incorrect IP address information supplied to CSC.

· 5/11, 11:08 PM, Tuesday – 1:02 AM, Wednesday, 5/12. ECM was unavailable due to a known application issue. The server was rebooted and the application team was notified. Ticket AM3225288.  UPDATE, 5/21: Upgrade to version 2 is in progress. Estimated completion date to be determined. UPDATE, 5/26:  Estimated completion date – October 2004.

· 5/6, 7:06AM – 8:50AM, ClearQuest hung.  Data Center staff rebooted the server to clear problem.  Research continuing through logs to identify the root cause. Ticket # AM3213444.  UPDATE, 5/21: Upgrade to version 2 is in progress. Estimated completion date to be determined.  DATE. 5/26: Estimated completion date – October 2004.
	
	
	Mike Fillinich, FSA, 202.377.3056

George Altiery, CSC, 202.354.7006

Johan Bos-Beijer, ITS, 202-377-3302

	Y
	G
	Webtrends
	
	Y
	G
	99% 
	· 10/20, 4:07 AM – 4:11 AM. Webtrends was unavailable due to continued memory dumps. Dump was sent to Microsoft. Ticket AM3691810

· 10/19, 4:07 AM- 4:11 AM. Webtrends was unavailable due to continued memory dumps. Dump was sent to Microsoft. Ticket AM3687079.

***    10/15, 4:30 AM – 8:00 AM, Outage. Webtrends unavailable due to an automatic reboot triggered by a memory dump. Problem is STILL ongoing. No data has been lost. Ticket AM3677824. Investigation continues to be ongoing and tickets are still open with HP and IBM. RESOLUTION: The root cause of the system errors and the loss of the Webtrends application files was a faulty disk controller. This is the second hardware problem with this server in the past couple months.  CSC will contact the hardware vendor about the hardware problems we have been experiencing with this server, and work out a strategy with them for going forward.
· 10/15, 4:30 AM – 8:00 AM, Degradation. Webtrends was unavailable due to an automatic reboot triggered by a memory dump. Problem is STILL ongoing. No data has been lost. USD ticket AM3677824. Investigation continues to be ongoing and tickets are still open with HP and IBM.

· 10/14, Outage. Webtrends was unavailable between 04:26 AM and 04:30 AM on Thursday October 14 due to an automatic reboot triggered by a memory dump. It was also degraded between midnight and 08:20 AM on Thursday October 14. Some of the profiles did not FTP to the Webtrends server due to an expired password. The password was reset and those profiles are being analyzed and will be available. No data was lost. Ticket AM3673782.

· 10/6, 2:30 PM – 2:42 PM. Webtrends was unavailable as part of Breakfix D-65JHXU-9F8. The Web-services were recycled to alleviate a user display problem.  Ticket AM3652376. UPDATE: The root cause of this problem is under investigation. CSC is working with Akamai and NetIQ to identify the root cause of this problem and apply a solution. Until a permanent solution can be applied, stopping and restarting the Webtrends Reporting Center (WRC) services corrects the problem; it is not necessary to reboot the system.  Stopping and restarting the service means that there is minimal impact to the users, the users simply have to retry the report and it comes up.  Expected completion date for all corrective actions is Nov 30, 2004.
***    10/5, 10:12 AM – 10:25 AM. Outage. Webtrends was unavailable due to a reboot for Break-fix GCARS D-65GJEU-D3E.. The server was returning system errors. Ticket AM3643031. RESOLUTION: The root cause of the problem was a software product defect in the Webtrends code. NetIQ Support has reported that Webtrends version 6.1.b has various system memory issues and that we should upgrade to version 7.  NetIQ Support further suggested that we migrate to version 6.1.c and then to version 7.0.  This migration path will allow us to migrate the existing profiles and not have to recreate them. The Webtrends development server is currently being used to test this migration strategy.
· 9/8, 05:02 PM – 05:03 PM, Outage. Webtrends was unavailable. The server terminal ‘blue- screened’ and rebooted automatically due to a memory dump. CSC replaced the memory board during an emergency change at 6 pm Wednesday 9/8. USD ticket AM3550675.

· 09/01, 07:35 AM- 08:42 AM, degradation. The WRC language file was recycled per a user’s request. USD ticket AM3539906.

· 09/01,  04:49 PM and 05:01 PM.  Outage - The server terminal blue screened and rebooted automatically. CSC and Webtrends are continuing to investigate for problem resolution. USD ticket AM3543134.

· 8/12, 4:32 PM – 5:10PM, Outage. The Webtrends application was locked up due to Language file problems. The Language file was reloaded to allow use of the site. Ticket AM3488046


	Webtrend Users
	4:11 AM on 10/20
	Mike Fillinich, FSA, 202.377.3056     John Yurachek, CSC, 202.354.7007

Amy Luycx ITS, 202.377.4456

	
	
	COO
	
	
	
	
	
	
	
	

	G
	G
	Ombudsman
	
	G
	G
	100%
	
	
	
	Corwin Jennings, FSA, 202.377.3291, Jack Gillotti, CSC, 203.317.4816

Gail Gurley, ITS, 202.377.3588

	G
	G
	FSANet
	
	G
	G
	100%
	
	
	
	Chris Greene, FSA, 202.377.4003, George Altiery, CSC, 202.354.7006

Gail Gurley, ITS, 202.377.3588

	                                                                                                                              G  =  Met 100% SLA operational availability requirements                                                                                                                                                         G

                                                                                                                              Y  =  Met less than 100%  - above 99.7%  SLA operational availability requirements                                                                                                                 Y                                                                                                                                   
                                                                                                                              R  =  Met less than 99.7%  SLA operations availability requirements                                                                                                                                          R
* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.


CIO
                                                                                                   1     
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