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        FSA


	Current Status as of 8:00am, 

Thu, Oct 30, 2003
	
	Previous 24-Hour Production Period Status Report

	INFRASTRUCTURE
	APPLICATION
	
	
	INFRASTRUCTURE
	APPLICATION
	AVAILABILITY
	SOURCE
	Issues/RCA Update/Notes


	Business Impact
	Recovery Time
	Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	
	

	(
	(
	Debt Management Collection System (DMCS)
	
	(
	(
	100%
	3
	
	
	
	George Altiery, CSC, 202.842.8614

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	Direct Loan (DL) Consolidation
	
	(
	(
	100%
	3
	· 10/14, LCWEB to the LC Database were unavailable twice yesterday:

        02:40pm - 03:34pm, CSC network support replaced switch 12 while troubleshooting

        connection issues users were experiencing.

       4:04pm - 4:45pm, Switch MRD3 was taken off the network due to a duplicate MAC address.

       This alleviated the connection problem. USD # AM 2679253
· 9/12, 6:25pm – 6:35pm, LC Web was unavailable due to a reboot of the application  & server to alleviate a degradation situation. It is believed that an API issue was causing the degraded state. Investigation is ongoing for problem determination & resolution. AHD 5059714
· 9/1, 6:00am – 7:25am, Two web sites (loanconsolidation.ed.gov/apentry and loanconsolidation.ed.gov/ap loanholer) would not load and were down.  The EDS Webmaster is working to fix the script.  AHD #4991650.
· 8/25, 6:00am – 6:30am, the maintenance window was left up.  CSC notified EDS and the page was taken off.   AHD 4954275.
· 8/24, 11:00am – 11:30am, the maintenance window page was left up. CSC notified EDS and the page was taken off.  AHD 4954275.
· 8/11, 06:00 – 06:32 AM, Coming out of the maintenance window, production web pages for two links were still showing the maintenance page. This was on the loanconsolidation.ed.gov web site. EDS was contacted and had the EDS Webmaster correct the links on the page.  AHD #4874661.
· 7/22, LC database backup did not complete successfully.  EDS and CSC staffs are investigating. RCA # 4320421.  

· 5/19, Backup failed for this server. Backup is being rerun. Investigation is ongoing for problem determination. AHD # 4452131.
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	DL Servicing
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	Credit Management Datamart (CMDM) 
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	Delinquency Loan Datamart (DLM)
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	
	

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	FP Portal
	
	(
	(
	100%
	3
	· 5/23, 09:22 – 11:00 am, FP PORTAL was unavailable and required an additional reboot of the server from the ITA problem description below. AHD 4482827/4489081. 
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	NSLDS
	
	(
	(
	99

%
	3
	· 10/29, 2:30pm – 4:45pm, There was a degradation on the NSLDSFAP* servers.  NSLDSFAPT1 server was logged off and required a reboot to fix the date parameter. Users were redirected to one of the other servers by the local director. USD AM2721111

· 06/15, 05:00 – 07:20 am, Raytheon users in Falls Church were unable to connect to the NSLP LPAR. CSC recycled TCPIP to correct the situation. AHD 4596778.  New operating system ZOS 1.4 being implemented.  ECD Oct 31, 2003.

· 05/26, 05:05 - 05:40 am, NSLDS.ed.gov was unavailable due to an auto restart script problem after the weekly reboot.  Support manually restarted the server to restore availability. AHD 4489065.
	NSLDSFAP users
	4:45pm on 10/29
	George Altiery, CSC, 202.842.8614

Sandra Fowler, FSA, 202.377.3549



	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	
	

	(
	(
	DL Origination
	
	(
	(
	100%
	3
	· 10/19, 12:00 – 12:43am, An application script kicked off at midnight on Saturday which caused https://lo-online.ed.gov/empn/unsecure/index.jsp  to become unreachable. Users were receiving a “maintenance page down” message. The script was disabled and the site became accessible.  USD #AM2691225.

· 10/14, LOWEB was unavailable twice yesterday:

        02:40pm - 03:34pm, CSC network support replaced switch 12 while troubleshooting

        connection issues users were experiencing.

        4:04pm - 4:45pm, Switch MRD3 was taken off the network due to a duplicate MAC address.

        This alleviated the connection problem. USD # AM 2679253

· 9/4, 7:50pm – 8:10pm, LO Web was unavailable for a reboot of the server. It was in a degraded state from 06:06 PM to 07:50 PM while investigation & diagnostic measures were performed. Dumps & log files were sent to HP for examination. AHD 5016405

· 8/29 and 8/30, LO web page was down during the following timeframes: 10:36 – 11:35 AM, 2:18 – 2:30 PM, and 10:02 – 10:23 PM on 8/29. The Webmaster recycled the application to alleviate the problems. From 1:21 PM – 2:12 PM on 8/30 LO web page was down, HP has been forwarded a core dump to analyze. The application was recycled to alleviate the problem. AHD #’s: 4986676, 4990569, 4990019 & 4988676.

· 8/28-8/29, 9:02-10:25 AM, 11:15-11:30 AM, 2:25-3:45PM, 6:10-8:40PM on 8/28 & 12:02-1:10AM on 8/29, the LO web page was down.  For the 9:02,11:15 & 6:10 outages the Webmaster recycled the application to alleviate the problem. For the 2:25 outage 2 GB of disk space was added to the /app/web_logs file system. For the 12:02 outage the kernel parameter value of nkthreads was changed from 6,000 calculated value to 30,000 hard coded value and the system was rebooted. AHD #’s: 4979639, 4980812, 4982954, 4984289 & 4984813. All these will be tracked under RCA #4979639.

· 8/20, 7:30am – 8:30am, LO Web hung and had to be rebooted for reaching maximum connections due to high volume.  EDS staff is increasing the number of connections to the application to accommodate the higher volume. AHD 4932528.
· 8/9, 05:45 – 06:40 AM, Manual check of web pages revealed extremely slow response for various web sites. CSC support investigated and attributed the problem to the JAVA version on the system. The only effective corrective action has been to reboot the system. AHD #4873206.

· 7/31 – 8/1, 11:06pm – 12:29am, There was an error on the DLENOTE.ED.GOV web page: ‘too many concurrent requests’, this is a known application problem. Support investigated and rebooted the server at 12:11 AM to alleviate the problem.  EDS staff reviewing application code. AHD #4833601.

· 6/30, There was a JRUN connector protocol error which caused four outages: 1) 6/30, 7:33 – 8:18am, 2) 6/29, 4:16 – 5:05pm, 3) 6/29, 5:18 – 6:00pm, and 4) 2:08 – 5:46am.  AHD/RCA #’s: 4669842, 4670565, 4668300. CSC is investigating. 
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	eZ-Audit
	
	(
	 (   
	100%
	3
	
	
	
	John Yurachek, CSC, 203.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	PEPS


	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC

203.317.4816

Bing Yi, FSA, 202.377.3583

	(
	(
	EAPP
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	eCBS
	
	(
	(
	100%
	3
	
	
	
	John Yurachek, CSC, 203.842.7080

Bing Yi, FSA, 202.377.3583

	(
	(
	CBS
	
	(
	(
	100%
	3
	
	
	
	John Yurachek, CSC, 203.842.7080

Bing Yi, FSA, 202.377.3583

	(
	(
	IFAP
	
	(
	(
	100%
	3
	· 6/15, 02:58 – 04:06 am, IFAP was unavailable to the known ITA/WAS database connection problem. The problem resolved itself during investigation. AHD 4594473.  


	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	COD EAI Network Interface
	
	(
	(
	100%
	3
	· 10/1, 11:30am – 12:45pm, COD messages queued up due to a routing issue that CSC and CISCO are continuing to investigate for problem determination and resolution. The Primary line dropped and was picked up by the ISDN backup. However, the routing table on the backup was corrupted. All messages were processed after the primary line was re-established. USD AM2642735

· 4/3, COD files were not being received. These were the Common Origination Disbursement files. This was a MQ series file delivery issue and is not affecting any servers. Support investigating as to if the data that was sent might have been corrupt. AHD #4222474 / 4219327.
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, FSA, 202.377.3056

	(
	(
	Schools Portal
	
	(
	(
	100%
	3
	· 5/08, 12:20 - 12:34 am and 05:59 - 07:37 am 8 Schools Portal was unavailable. Clones were restarted in both instances to relieve an application memory. A memory upgrade to the application, upon coordination with the business owner, is being planned as a permanent solution to the problem. AHD # 4400415 & 4399985.
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	Students Portal
	
	(
	(
	100%
	3
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FAFSA Demo
	
	(
	(     
	100%
	3
	· 10/14, User sessions were being terminated intermittently due to the recycling of application clones. Users need to re-establish their sessions. CSC has opened a PMR with IBM and is continuing to investigate this situation. USD #AM2677766.

· 9/29, 12:00pm – 1:30pm, FOTW Demo was unavailable.  The Demo clone was restarted on SU35E9 to restore connectivity to the site. CSC is investigating why this did not failover to SU35E13. USD AM2635010

· 8/10, 11:00 – 11:32 AM, Coming out of the maintenance window, FAFSA Demo users could not perform school code lookups. CSC support investigated and refreshed the cluster definitions to resolve the problem. AHD #4874073.

· 7/20, 07:30 - 09:13pm, FAFSA Demo was unavailable due a file system problem. The file system was not mounted, a File System Check (FSCK) was performed to clear errors and the file system was remounted to clear the problem. Multiple paths will be implemented to prevent a similar outage.  AHD4770275.  ECD:  9/22/2003
· 7/6, 11:00am – 12:48pm, There was an outage.  JNI configuration files parameters were modified, also manual loopback interface IP’s had to be configured properly. There is a test scheduled for 7/13/03 to verify that the start-up scripts work properly. AHD / RCA #4700383.

· 5/18, 11:00am – 12:09pm, FAFSA demo was unavailable. The cluster definitions needed to be restored which was done via a restart of the FAFSA Demo clone. Investigation is ongoing for problem determination. AHD # 4451403.

· 5/04, 11:00 – 11:36 am, School Code Lookups were unavailable.  Cluster definitions were recreated to alleviate the situation.  Captured diagnostics data is being reviewed.  AHD# 4376272. 

· 4/27, 11:00am – 03:25 pm, School Code Lookups were unavailable.  Cluster definitions were recreated to alleviate the situation. AHD # 4336489, combined with 4194933 below.

· 03/14, 12:01 am – 09:53am, the FAFSA Demo site was non-operational.  CSC VDC staff  is troubleshooting the incident.  Further details to come.  AHD # 4122942.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FAFSA
	
	(
	(
	100%
	3
	· 10/29, 1:17am – 3:45am, FAFSA was unavailable.  Users were intermittently receiving various error messages and/or experiencing slow response. Clones were restarted to alleviate the situation. Log dumps were taken and are being evaluated for problem determination and future problem resolutions. USD # AM AM2718729

· 10/19, 12:00 – 12:17pm, There was a change to enable security on the WAS console which caused partial functionality issues on FAFSA and PIN.  The change was backed out and the clones were restarted to alleviate the problem. RCA/USD #AM2691342.

· 10/6, 8:15am – 10/12, 11:00am, Degradation. Some users are receiving error messages after authenticating their PIN number. A refresh of the browser temporary corrects the problem.  This is an intermittent problem that CSC and IBM are continuing to investigate. A patch has been developed, tested and has been implemented.  USD # AM2654549

· 9/22, 3:35 – 4:59pm, FAFSA was unavailable due to a capacity/max clients problem. Additional clones were added to alleviate the situation. USD # AM2616370

· 9/3, 6:35pm – 7:50pm, DB2 locked up.  A NCS developer batch job (P5R14) was not performing commits frequently enough. This also caused failures for school code lookups in FAFSA and blocked access to the PIN site. The job was cancelled to relieve the lockup & restore connectivity.  AHD 5008986

· 8/5, 10:24 – 10:42am, MAX CLIENTS were reached on HPN13 resulting in a degradation.  The problem self-corrected itself and there was no impact to users. AHD #4850558. 

· 7/31, 7:28pm – 7:28pm, Max clients was reached and the clone restarted itself. Outage was for FOUR seconds from 7:28:18 – 7:28:22 PM on 7/31. AHD #4833266

· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. AHD 4813738 (SU22E1) & 4813718 (SU22E2)

· 6/30 - 7/1, 9:30pm  – 12:20am, FAFSA was degraded as users were experiencing slow response. A scheduled change by NCS was performed & the IHS & WAS applications were recycled to relieve the response times. CSC is continuing to investigate this situation. AHD 4678137. The root cause of the problem still has not been identified.  CSC/VDC staff working with other operating partners on a daily basis to identify root cause.

· 6/30, 2:05 – 7:00pm, FAFSA was degraded as the max clients counter was increasing sporadically during this timeframe. CSC & Akamai blocked all requests for .DLL & .JSP files to alleviate the problem. AHD 4675387.  The root cause of the problem still has not been identified.  CSC/VDC staff working with other operating partners on a daily basis to identify root cause.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	CPS
	
	(
	(
	100%
	3
	· 10/21, 09:29am – 0933, CICS was unavailable for four minutes during FOTW performance testing. CSC is requesting an SLA waiver for all subsequent testing. USD # AM2698748.

· 9/3, 6:35pm – 7:50pm, DB2 locked up.  A NCS developer batch job (P5R14) was not performing commits frequently enough. This also caused failures for school code lookups in FAFSA and blocked access to the PIN site. The job was cancelled to relieve the lockup & restore connectivity.  AHD 5008986.

· 8/28, 1:46pm – 2:42pm, The VTAM connection between NCS Pearson and CSC was lost. This affected the Pearson users in Iowa. There was a physical circuit hit which recovered, however CSC support had to activate a cross domain (NCSICIA2) to restore the connection. AHD/RCA #4982149.
	
	
	John Yurachek, CSC, 202.842.7080

Jim Cunningham, FSA, 202.377.3577

	(
	(
	PIN Site
	
	(
	(
	100%
	
	· 10/19, 12:00 – 12:17pm, There was a change to enable security on the WAS console which caused partial functionality issues on FAFSA and PIN.  The change was backed out and the clones were restarted to alleviate the problem. RCA/USD #AM2691342.

· 10/6, 8:15am – 10/12, 11:00am, Degradation. Some users are receiving error messages after authenticating their PIN number. A refresh of the browser temporary corrects the problem.  This is an intermittent problem that CSC and IBM are continuing to investigate. A patch has been developed, tested and will be implemented.  USD # AM2654549

· 10/5, 8:20pm – 10:02pm, FOTW and PIN were unavailable.  CSC and Akamai are continuing to investigate for problem determination & resolution. USD # AM2653958

· 9/3, 6:35pm – 7:50pm, DB2 locked up.  A NCS developer batch job (P5R14) was not performing commits frequently enough. This also caused failures for school code lookups in FAFSA and blocked access to the PIN site. The job was cancelled to relieve the lockup & restore connectivity.  AHD 5008986

· 7/31, 7:28pm – 7:28pm, Max clients was reached and the clone restarted itself. Outage was for FOUR seconds from 7:28:18 – 7:28:22 PM on 7/31. AHD #4833266

· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. AHD 4813738 (SU22E1) & 4813718 (SU22E2)

· 06/16, 04:57 – 06:00 am, Users could not connect to the PIN site, as there was a DNS issue with the local service provider Sprint. Investigation for problem determination is ongoing. AHD 4596778
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FFEL
	
	(
	(
	100%
	3
	· 10/23, 6:42pm – 6:57pm, User called in that approximately 20 users were unable to move between screens, the GSL or CMS database was unavailable according to the user. CSC support investigated and contacted the user, at 7:11 PM user stated the issue was resolved with no action taken.  CSC support is still investigating the root cause of this problem. USD #AM2707405.

· 10/20, 9:07 am – 9:33am and 11:54am – 12:20pm, Several users were receiving a blank screen when trying to access the CICSPA  region. CSC had a tech bridge and the root cause of the problem was found to be a WTO buffer shortage. There was a restart of a test IDMS database which triggered the buffer shortage. Work is being done to allocate additional buffer space.  USD #AM2692174.

· 10/14, 2:30pm – 3:30pm, TSO and CICS users were locked up due to batch job GSLAWG15. This job has exclusive holds on database resources causing users to clock on the system. CSC has recommended that application changes be made for this (& other batch jobs) to do commits that free up the database for online users. USD # AM2679543
	
	
	George Altiery, CSC, 202.842.8614

Gail Gurley, FSA, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	100%
	3
	· 10/20, The FMS backup was not successful last night, there were tape drives down on the net backup server. CSC support is continuing to investigate the cause of the drives going down. USD #AM2690956.

· 10/14, The backup for FMS did not complete due to tape drive problems last night. There was not enough time to rerun the backup to avoid missing the database startup time. The database was up and available to users on time.

· 10/12, 11:00am – 12:28pm, The FMS website was unavailable due to a problem with the startup script. The connection to the database was started by CSC support to alleviate the situation. USD # AM2672623.

· 4/12, 03:09 am – 03:33 am, the FMS production backup failed & was not rerun due to time restraints on database availability. HPV1 crashed & rebooted causing the backup to fail. HP & CSC technical teams are continuing to investigate for problem determination. Sunday backup completed successfully.  AHD #4263432.
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, FSA, 202.377.3056

	
	
	CIO
	
	
	
	
	
	
	
	
	

	(
	(
	Students.gov
	
	(  
	(
	100%
	3
	· 9/3, 11:46am – 1:05pm, Students.gov was unavailable.  Mail was backing up at the DoED mail server causing the outage. Application support changed the JAVA sendmail version to an OS version to alleviate the problem. AHD 5005194

· 6/05, 02:18 & 02:28 AM, 04:25 & 04:38 AM, AND 04:51 & 05:51 AM, FP.ED.GOV was unavailable. Max connections were reached, the site dropped, & recovered automatically. The same clones affected 3 sites (see Students.gov & Ombudsman also) AHD 4545543.

· 5/16, 7:25 - 7:59 PM, the website lost connection to the Oracle database. The server auto recovered the connection & access to the database was restored. Investigation is ongoing for problem determination. AHD #4450188.

· 5/15, 9:12 - 9:16 AM, the website lost connection to the Oracle database. The server auto recovered the connection & access to the database was restored. Investigation is ongoing for problem determination. AHD/RCA #4438866.

· 5/14, 7:01 - 7:40 pm, Students.gov website lost connection to the Oracle database causing the server to hang. The server automatically recovered the connection and access to the database was restored. Investigation is ongoing for problem determination. AHD #4437094.

· 5/12, 10:08 – 11:40 pm Students.gov was in a degraded state as users were unable to link to other web pages behind the front page &/or experiencing timeouts. Investigation is ongoing for problem determination. AHD # 4422552.
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	(
	(
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	(
	( 
	100%
	3
	· 10/22, 04:28pm-05:26pm, FP.ED.GOV & STUDENTAID.ED.GOV  were unavailable. CSC & IBM are continuing to investigate for problem determination & resolution. USD # AM2703430

· 10/14, Interwoven was unavailable twice yesterday:

         02:40pm - 03:34pm, CSC network support replaced switch 12 while troubleshooting 

         connection issues users were experiencing.

        4:04pm - 4:45pm, Switch MRD3 was taken off the network due to a duplicate

        MAC address. This alleviated the connection problem. USD # AM 2679253

· 9/2, 6:58pm – 7:47pm and 8:36pm – 8:46pm, Network Dispatcher was unavailable due to a memory problem and server crash of SU22E4. The second outage was due to a forced fail over attempt that failed.  This caused an outage for all ITA websites. CSC and SUN support are continuing to investigate for problem determination. AHD 5001118.

· 8/3, 11:00am – 8/4, 8:27am, SU35E18 (INFORMATICA) did not come up after the weekly reboot. The server was brought up at 8:27 AM on 8/4/03. Outage time was from 11:00 AM on 8/3 until 8:27 AM on 8/4. CSC support is investigating root cause of this item. AHD/RCA #4841685.

· 7/6, 11:00am – 12:48pm, There was a degradation.  JNI config files parameters were modified, also manual loopback interface IP’s had to be configured properly. Only FAFSA Demo (See problem description above) was an outage as it is the only single threaded application in ITA. There is a test scheduled for 7/13/03 to verify that the start-up scripts work properly, awaiting results. AHD / RCA #4700383.
	
	
	Dave Lass, CSC,    203-317-5037

Mike Fillinich,          202-377-3056

	(
	(
	EAI (MQ-Series)
	
	(
	(
	100%
	3
	· 10/5, 11:00am – 11:25am, SU35E14 was degraded as the EAIP1 channel needed to be restarted. SU35E3 (redundant server) picked up the transaction messages during that timeframe. USD # AM 2653887.

· 8/19, Two EAI problems reported. Neither situation caused outages but investigation & possible resolutions are being researched jointly between all parties involved. 1.) SU35E9 & SU35E13 - There is an internal MQ series communication problem that does not affect the applications.  A ticket has been opened with IBM and we think the recommendation will be to upgrade to CSD5. 2.) FMS - Unable to send messages from FMS to COD.  This affected the application but a work around was implemented.  Another ticket has been opened with IBM on this issue and we think the permanent fix will be to upgrade from CSD1 to CSD4. AHD 4922770
· 8/18, Informational Only – No Outage Reported: There is a problem with the EAICP1 cluster. The cluster definitions on WASP2 (su35e13) and FMSP1 (hpv2) are being corrupted. It is AIS/EAI’s determination that this problem should be referred to IBM for technical assistance. The problem should not affect FAFSA, as the definitions in question are not very active channels. The impacted channels are not vital, and we can live without them until we hear from IBM. The appropriate changes will be implemented upon IBM’s recommendations & support teams combined problem determination results.
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, FSA,    202.377.3056

	(
	(
	Extranet
	
	(
	(
	100%
	3
	
	
	
	Will Handley, FSA, 202.487.6262

Denise Barnes, FSA, 202.377.3576

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	3
	· 10/15, 8:31am – 8:59am, During the Disaster Recovery Exercise, CSC personnel plugged into the server to ensure the files were the same as in the DRE server,  when the RCO was disconnected it hung with a “blue-screen” on the server. The server was rebooted to alleviate the problem. The DRE is over and the procedures will be modified to ensure it does not occur again for the following DER next year.  USD #AM2680816.

· 8/20, 12:35pm – 1:03pm, SAIG Mailboxes were unavailable.  While checking the impact of shutting down port 8998 UDP the connection to the Oracle DB was shut down in error. The connection was restarted to restore availability. AHD 4935936
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	SAIG Enrollment
	
	(
	(
	100%
	3
	· 9/30, 4:15pm – 5:27pm, SFANT007 was unavailable.  The server was rebooted to restore connectivity. CA patches will be installed via a scheduled change for today or during the Sunday normal maintenance window.  USD AM2640050

· 9/22, 4:03pm – 4:29pm, Web enrollment was unavailable.  IIS services were restarted by support to alleviate the situation. Dumps were sent to Microsoft. CSC, Microsoft, & CA are continuing to investigate for problem determination & resolution. USD # AM2616493

· 8/20, 8:11pm – 9:15pm, Enrollment and Download sites on SFANT007 were unavailable.  The IIS application services were restarted to alleviate the problem. Microsoft & CSC are continuing to investigate the situation. An IIS debugging tool was added to help in diagnosing this problem. AHD 4939365

· 8/5, 1:00 – 2:38pm, the web site and FTP services were down.  CA has given CSC two fixes for the problem but they would not install correctly.  CSC is continuing to work with CA  to correct the situation.  AHD #4852494
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	Rational Rose, ClearCase, ClearQuest, and Requisite Pro
	
	(
	(
	100

%
	3
	10/7, 12:30pm – 12:45pm, Rational server SFANT040 was unavailable.  It was rebooted between to add Norton Antivirus updates. USD # AM 2658449
	
	
	George Altiery, CSC, 202.842.8614

Ted Moran, FSA, 202.377.3628

	(
	(
	Enterprise Change Management (ECM) Tool
	
	(
	(
	100%
	3
	· 8/29, 4:30pm – 9/15, 8:00am, ECM service is experiencing intermittent service outages.  CSC, Rational, EDNet and FSA CIO IT Services staffs are investigating. The following work orders have been opened:  CSC Command Center Ticket # # 4989407, 4995615 and # 5010315, EDNet Ticket # 1169429 and # 1170599 and IBM Rational PMR # 37924999.  Further details to come.
	
	
	George Altiery, CSC, 202.842.8614

Leslie Willoughby, 202-377-3435

	(
	(
	Webtrends
	
	(
	(
	100%
	3
	· 9/9, 3:08 – 3:15pm, Webtrends was unavailable due to a reboot.  Heavy usage resulted in multiple reports being backed up, resulting in a reboot. AHD 5037924.

· 6/10, 11:15 – 11:30 pm, The Webtrends server was rebooted during a break-fix change to repair the GEOTRENDS Database per Webtrends support .The attempt to fix the FAFSA report problem did not work. CSC & Webtrends support are still investigating the situation. AHD 4573553.

· 6/9, 08:46 - 09:00pm, Webtrends server was recycled during a break-fix change to upgrade the GEOTRENDS database. Webtrends support suggested this to fix a problem producing the FAFSA reports. All other reports are available at this time & the FAFSA data is being saved & will be available when the problem is resolved. CSC & Webtrends support are still investigating the situation. AHD 4567601.

· 3/28, 10:40 - 11:15am, Webtrends was unavailable to users but restarted on its own. The application was, however, still collecting data per support. Investigation is ongoing for problem determination. AHD# 4190177
	
	
	John Yurachek, CSC, 202.842.7080

Tim Lin, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	
	

	(
	(
	Ombudsman
	
	(
	( 
	 100%
	3
	· 06/05, 02:18 & 02:28 AM, 04:25 & 04:38 AM, AND 04:51 & 05:51 AM, FP.ED.GOV was unavailable. Max connections were reached, the site dropped, & recovered automatically. The same clones affected 3 sites (see Students.gov & Ombudsman also) AHD 4545543.

· 05/08, 12:00-12:15pm, Ombudsman Siebel was unavailable due to a security port scan.  The server was rebooted to alleviate the situation. An SLA waiver was in effect for this scan initiated by auditors. AHD # 4402642.
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FSANET
	
	(
	(
	100%
	3
	· 05/15, 2:18 - 2:30 PM, there was a broken ping on the FSA Intranet Server, hpl4. CSC technicians rebooted the server to resolve the problem. Upgrade of GSP (firmware) is planned to prevent reoccurrence of this problem. Implementation TBD. AHD/RCA #4442058
	
	
	George Altiery, CSC, 202.842.8614

Denise Barnes, FSA, 202.377.3576

	(
	(
	Analysis PDD
	
	(
	(
	100%
	3
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	SOURCE: 1=Raytheon              2=Accenture        3=CSC

                 4=ACS-Inc
               5=Pearson           6=INDUS

                 7=Other Contractor   8=Outside User   9=FSA Employee       


	OK      (     (100%)

    Performance Degradation (     (97 – 99%)
    Outage / No Service (  (less than 97%)

* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.
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