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12/16/2003                                                                  Virtual Data Center Operations Status Report
                                         
        FSA

                                                                                                 for the Previous 24-Hours


	Current Status as of 8:00am, 

Wed, Dec 17, 2003
	

	INFRASTRUCTURE
	APPLICATION
	
	
	INFRASTRUCTURE
	APPLICATION
	RELIABILITY
	Issues/RCA Update/Notes


	Business Impact
	Recovery Time
	Points of Contact

	
	
	BORROWER SERVICES
	
	
	
	
	
	
	
	

	(
	(
	Debt Management Collection System (DMCS)
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	Direct Loan (DL) Consolidation
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	DL Servicing
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Barbara Schluderman, FSA, 804.529.6169

	(
	(
	Credit Management Datamart (CMDM) 
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	Delinquency Loan Datamart (DLM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	
	
	FINANCIAL PARTNERS
	
	
	
	
	
	
	
	

	(
	(
	Financial Partners Datamart (FPDM)
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	FP Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	NSLDS
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Mike Fillinich, FSA, 202.377.3056

	
	
	FSA APPLICATION, SCHOOL ELIGIBILITY and DELIVERY SERVICES
	
	
	
	
	
	
	
	

	(
	(
	eZ-Audit
	
	(
	 (   
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	PEPS


	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC

203.317.4816

Bing Yi, FSA, 202.377.3583

	(
	(
	EAPP
	
	(
	(
	100%
	11/01, 12:14pm – 1:37pm, ELIGCERT website was unavailable.  A re boot of the server was required to restore connectivity. Investigation is ongoing for problem determination and resolutions. AHD # AM2729302.  ANALYSIS:  NT Support checked the system audit log files and found that the Oracle_Web_Listener service was logging errors when initializing after the scheduled weekly reboot.  The application audit log file also showed FATALINIT errors reported by the Oracle_Web_Listener.  Eventually these errors caused the Oracle_Web_Listener service to abort, which in turn hung the system, making the website unavailable.

NT Support contacted the System Data Base Administrator (DBA) to check for any information in the Oracle database log files that would explain the errors.  The DBA reported no errors, and suggested we contact the Application Support team for assistance in determining the source of the Oracle_Web_Listener service errors.  NT Support will continue to investigate the root cause of this problem. ECD: 12/01.
	
	
	Jack Gillotti, CSC, 203.317.4816

Tim Lin, FSA, 202.377.3585

	(
	(
	eCBS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

Bing Yi, FSA, 202.377.3583

	(
	(
	CBS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 203.842.7080

Bing Yi, FSA, 202.377.3583

	(
	(
	IFAP
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	COD EAI Network Interface
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC,

203.317.5037

Mike Fillinich, FSA, 202.377.3056

	(
	(
	Schools Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Jim Cunningham, FSA, 202.377.3577

	(
	(
	Students Portal
	
	(
	(
	100%
	
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FAFSA Demo
	
	(
	(      
	100%
	7/20, 07:30 - 09:13pm, FAFSA Demo was unavailable due a file system problem. The file system was not mounted, a File System Check (FSCK) was performed to clear errors and the file system was remounted to clear the problem. Multiple paths will be implemented to prevent a similar outage.  AHD4770275.  NOTE: The connection between the SU35E10 server and the Storage Area Network disk was lost.  Access to the FAFSA Demo and EZAUDIT web sites was affected for 1 hour and 43 minutes. ECD: 12/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FAFSA
	
	(
	(
	100%
	· 12/15, 2:45pm – 2:46pm, Degradation.  Clone 2 on HPN4 recycled itself due to a fault in the Shadow Direct interface. Any users on that clone were required to refresh their session to re-establish their connection to the site. CSC is continuing to investigate for problem determination and resolution. USD Ticket AM2836575

· 12/12, 10:45am – 11:25am, FAFSA was unavailable. There was a cable that was dislodged at the VDC, which brought down the Network Dispatcher servers, E1 and E2.  Reference Number: AM2831114.
· 11/18, 7:00pm – 9:20pm, Due to a recurring problem concerning with Max Clients there was an outage.  IHS and several clones were restarted to alleviate the problem. USD # AM2774951.  ECD:  12/26.

· 10/29, 1:17am – 3:45am, FAFSA was unavailable.  Users were intermittently receiving various error messages and/or experiencing slow response. Clones were restarted to alleviate the situation. Log dumps were taken and are being evaluated for problem determination and future problem resolutions. USD # AM AM2718729.  ANALYSIS:  The root cause of this problem hasn’t been identified but CSC is still waiting feedback from IBM on results of their analysis of the logs. It was confirmed that two clones on the application servers failed and that the IHS web server did not mark the clones down. As a result, the IHS servers continued to try and send data to the failed clones. The maximum number of connections was soon reached. At that point, no additional connections were accepted and users began experiencing problems. Why these clones failed and why the IHS web server didn’t acknowledge them down has not been established. ECD: 11/20, awaiting report.
· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action. AHD 4813738 (SU22E1) & 4813718 (SU22E2).  ECD: 12/31.
	
	
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	CPS
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Jim Cunningham, FSA, 202.377.3577

	(
	(
	PIN Site
	
	(
	(
	100%
	· 12/12, 10:45am – 11:25am, FAFSA was unavailable. There was a cable that was dislodged at the VDC, which brought down the Network Dispatcher servers, E1 and E2.  Reference Number: AM2831114.
· 11/18, 7:00pm – 9:20pm, Due to a recurring problem concerning with Max Clients there was an outage.  IHS and several clones were restarted to alleviate the problem. USD # AM2774951.  ECD: 12/26.

· 7/28-7/29, 11:50pm – 1:16am, An outage occurred when the Terminal Server was recycled causing the FAFSA & Pin Site Network Dispatcher servers (SU22E1 & SU22E2) to hang. Both servers were restarted to restore connectivity. Awaiting corrective action. AHD 4813738 (SU22E1) & 4813718 (SU22E2).  ECD: 12/31.
	 
	 
	John Yurachek, CSC, 202.842.7080

John Hsu, FSA, 202.377.3579

	(
	(
	FFEL
	
	(
	(
	100%
	12/15, 12:33pm - 12:42pm, TSO and CICS users were clocking on the system and new users were unable to logon due to a looping CICS transaction L145. CSC and Raytheon support are working on this problematic transaction. USD Ticket AM2835054.
	
	
	George Altiery, CSC, 202.842.8614

Gail Gurley, FSA, 

202.377.3588

	
	
	CFO
	
	
	
	
	
	
	
	

	(
	(
	FMS
	
	(
	(
	100%
	12/8, ongoing, There is a current forms problem with the FMS server causing degradation. A form that is rarely used is currently unavailable. EDS & CSC are continuing to investigate this issue for problem determination and resolution. There is a System Restoration Team in progress to discuss various alternatives. USD ticket AM2815424.  Action completed: Adjusted UNIX system Kernel parameters on HPL10 and HPL11 to allow allocation of additional system memory resources as required by the application.  Actions to be completed: 1)  Determine why better error messages were not being generated for the Kernel parameter problem by the Oracle system.  2) Make the system configurations for development and production FMS environments the same.  3) CSC DBA, Malcomb Brown to contact an Oracle representative and pass on the information surrounding this issue and attempting to get feedback.  4)  CSC recommends that EDS and FSA FMS attempt to do the same through their Oracle contacts.  5)  Mike Fillinich and Milton Thomas to contact Oracle and discuss the level of support given on the FMS issue.  
	
	
	George Altiery, CSC, 202.842.8614

Yolanda Brooks, FSA, 202.377.3594

	
	
	CIO
	
	
	
	
	
	
	
	

	(
	(
	Students.gov
	
	(
	(
	100%
	12/14, 3:00 – 3:43pm, The database did not come up properly after the backup window. CSC support is still investigating the root cause of this incident. Might be backup related.  Reference Number: AM2833202.
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	(
	(
	ITA

(Network Dispatcher, Autonomy, Interwoven, Websphere, IHS, and Microstrategy)
	
	(
	( 
	100%
	10/22, 04:28pm-05:26pm, FP.ED.GOV & STUDENTAID.ED.GOV  were unavailable. CSC & IBM are continuing to investigate for problem determination & resolution. USD # AM2703430.  ECD: 11/5, awaiting report.


	
	
	Dave Lass, CSC,    203.317.5037

Mike Fillinich, FSA,,          202-377-3056

	(
	(
	EAI (MQ-Series)
	
	(
	(
	100%
	
	
	
	Dave Lass, CSC, 203-317-5037

Mike Fillinich, FSA,    202.377.3056

	(
	(
	Extranet
	
	(
	(
	100%
	
	
	
	Will Handley, FSA, 202.487.6262

Denise Barnes, FSA, 202.377.3576

	(
	(
	SAIG Mailboxes
	
	(
	(
	100%
	· 12/15, 5:00pm – 5:01pm, JRUN was recycled to prevent a server crash due to a known application problem. The D drive began filling up with error messages generated from JRUN. USD Ticket AM2836174.

· 11/10/03, 9:40-9:41 AM, CSC support needed to clear out the default error log for JRUN. Support stopped jrun, deleted default-err and restarted JRUN. RCA/USD #AM2749480.

        NOTE:  The JRUN default error log was discovered at near its maximum capacity, filling up 

        available disk space on the file server. If this condition were left unattended, it would cause 

        the server to hang or crash. Therefore, as a preemptive measure, the decision was made to 

        bring down the Web application, clear the log, and restart the Web application. Thereby, 

        avoiding a potential system crash. One Action Item has been assigned to CSC to lower the 

        Automation-monitoring threshold for this error log file in order to catch this problem earlier. 

       This will allow CSC to schedule a non-production outage to clear the log file.  One Action 

        Item has been assigned to Pearson to write a script that will analyze the error log file in 

        order to determine the errors being detected by the system and written into the JRUN error 

        log file. ECD: 11/28/03.
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	SAIG Enrollment
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Lydia Morales, FSA, 202.377.3589

	(
	(
	Rational Suite
	
	(
	(
	100

%
	
	
	
	George Altiery, CSC, 202.842.8614

Ted Moran, FSA, 202.377.3628

	(
	(
	Enterprise Change Management (ECM) Tool
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Leslie Willoughby, 202-377-3435

	(
	(
	Webtrends
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Tim Lin, FSA, 202.377.3585

	
	
	COO
	
	
	
	
	
	
	
	

	(
	(
	Ombudsman
	
	(
	( 
	 100%
	12/10, 6:42pm – 12/11, 10:30am, (16 hours 18 minutes) Users unable to access the Ombudsman database because the listener was in a hung status.  Restarted the Oracle Listener.

Identified the last known user issuing Listener Commands as ORACMDM. Determined that an incorrect command was issued causing the Siebel Listener to hang. Monitoring did not detect this because the listener was still up and running although it was in a hung state.  User called the Ombudsman Help Desk who relayed the message to the CSC Command Center.  CSC contacted the Application team at CMDM for corrective actions.  RCA # AM2827630
	
	
	Jack Gillotti, CSC, 203.317.4816

Gail Gurley, FSA, 202.377.3588

	(
	(
	FSANET
	
	(
	(
	100%
	
	
	
	George Altiery, CSC, 202.842.8614

Denise Barnes, FSA, 202.377.3576

	(
	(
	Analysis PDD
	
	(
	(
	100%
	
	
	
	John Yurachek, CSC, 202.842.7080

Gail Gurley, FSA, 202.377.3588

	OK      (     (100%)

    Performance Degradation (     (97 – 99%)
    Outage / No Service (  (less than 97%)

* **** Denotes a root cause analysis solution to the outage is reported—comments will be listed for a minimum of one reporting period.



CIO
                                                                                                   3     





Enterprise IT Services


