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NSLDS

Contractual Issues

10/30/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.

12/30/01


No issues to report this period.  

Technical Issues

There were no technical issues for NSLDS during December.

System Availability

On Monday 12/03 at 08:25 and 12:52 connectivity to all SFA Internet websites was interrupted due to a network switch problem at the VDC. Static routes were added and the switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also).

Outage: 5 minutes

Responsibility: CSC  

CSC:

For the month of December, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

· NSLDSFAP2 Availability was 99.98%

· NSLDSFAPT1 Availability was 99.98%
· NSLDSPROD Availability was 99.98%
ACTUAL:

For the month of December, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

· NSLDSFAP2 Availability was 99.98%

· NSLDSFAPT1 Availability was 99.98%
· NSLDSPROD Availability was 99.98%

Software Changes

MQ Series was installed on NSLS, NSLT and NSLP. There are still some outstanding issues that are in the process of being addressed with management.  

Service Desk for OS/390 Version 1.2 was installed on the NSLS LPAR and we are awaiting status of testing on the test LPAR (NSLT).  Once applications are complete, it will be targeted for production.

Changes to the Information Management production panel were made as requested by applications.  This was done to increase the size of the WAN ID field and to allow a new class of NSLCCC to be a valid class to have records entered for support.

Added Cool:Gen libraries to CICSNSLA and CICSNSLP.

To correct the MQSeries INITQ PARM, tried restarting but ended up having to recycle the region.

PTF UQ47773, APAR PQ41368 was applied to all of the NSLDS systems in order to correct a 0C4 abend in EDCZROPT when a C subroutine was called using PIPI.  This was a preventative PTF and was not applied to correct an outstanding problem.

On December 24th, during the shutdown of CDBP from the Newark Data Center, MIMTAPE was brought down globally so MIMTAPE terminated on all of the SFA systems.  The shutdown procedures for the operators in Newark were updated so they would respond “LOCAL” to the shutdown confirmation message.  No outage was recorded.

On NSLS commands have been added to periodically display the buffer and storage use.  This will provide the information needed to determine the cause of the shortage in real storage.

Issues and abends on Easy Access are being investigated.

Upgraded Sams Vantage to Version 6.0.

Installed DB2 V6.1 PUT0107 maintenance to DB2 subsystem named NSLD on the test LPAR (NSLT).

Worked with CA on multiple Insight/DB2 abends that began on 12/3/01.  Four APARs have been applied as directed by CA.  Insight/DB2 has not abended since the last recommended APAR was installed on 12/14/01.

Security Information

The NSLDS User Summary Report for December:

Total ED Users
1786

Total School Users
27,267

Total GA Users
1170

Total PIC Users
633

Total VDC Users
203

All Other Users
1121

Total Users
32,180




Total Revoked
10,547

Total CICS Users
31,729

Total TSO Users
1757

Resource Utilization Information

This information is now contained in the appendices of this document.

NSLDS Print Quantities

Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports







October 1999
2,934
9,440
2,215
0

November 1999
720
575
0
6266

December 1999
3,766
24
0
0

January 2000
1,086
939
0
0

February 2000
3,150
0
6,452
0

March 2000
3,033
232
0
9,058

April 2000
3,384
0
0
0

May 2000
2,902
0
0
0

June 2000
2,851
0
0
0

July 2000
2502
0
0
0

August 2000
3213
0
0
0

September 2000
2778
0
0
0







FY00 Total
32,319
11,210
8,667
15,324







Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports

October 2000
3,279
0
2,994
0

November 2000
2,148
0
0
635

December 2000
3,296
0
0
0

January 2001
2,204
0
0
0

February 2001
2,964
0
1,114
0

March 2001
3,002
0
3,984
916

April 2001
3,301
0
0
0

May 2001
2,045
0
0
0

June 2001
3,540
0
0
0

July 2001
3,336
0
0
0

August 2001
3,251
0
0
0

September 2001
2,829
0
1,145








FY01 Year to Date
35,195
0
9,265
1,551

Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports

October 2001
2327
0
0
604

November 2001
2759
0
0
0

December 2001





January 2002





February 2002





March 2002





April 2002





May 2002





June 2002





July 2002





August 2002





September 2002











FY02 Year to Date
5086
0
0
604

PEPS
Contractual Issues

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.

11/30/01


No issues to report this period.  

Technical Issues

To implement the MQ series component on the PEPS servers, Accenture did a testing on another equivalent hardware platform.  The tests were created and sent to the SFA for comments.

System Availability

On Monday 12/03 at 07:25 connectivity to the PEPS website was interrupted due to a network switch problem at the VDC. The switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 





Outage: 5 minutes


Responsibility: CSC


On Tuesday 12/04 at 14:43 users were unable to access the PEPS website. Support rebooted the server and connectivity was restored.

Outage: 47 minutes

Responsibility: CSC

CSC:

For the month of December, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.88%


ACTUAL:

For the month of December, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.88%



DLOS
Contractual Issues

Date
Issue
Proposed Resolution
Status

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.

12/30/01


No issues to report this period.  

Technical Issues

The application was migrated over to a new production N class server.  The migration went well. CSC is acquiring some additional COBOL compiler licenses for the development servers.
System Availability

On Monday 12/03 at 08:25 and 12:52 connectivity to all SFA Internet websites was interrupted due to a network switch problem at the VDC. Static routes were added and the switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also).

Outage: 5 minutes

Responsibility: CSC

CSC:

For the month of December, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

- Web Server Availability was 99.98%
ACTUAL:

For the month of December, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.98%

For the month of December, DLOS/LO:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.98%
For the month of December, DLOS/LO:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.98%

PELL

Contractual Issues

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.

10/31/01
Contract Mod
Modification Required
CSC requested equitable adjustment for one additional month of service for subcontractor Devonshire print transition to NCS. CSC estimated additional costs to be $23k.   






Technical Issues

Disaster Recovery Test for PELL has been rescheduled for January 14 – 16, 2002.

System Availability

Due to increased functionality provided through recent application enhancements, the RFMS PELL Production web server experienced intermittent performance problems throughout the month. An upgrade to the Cool:gen software is planned as one measure to address this problem. All outages listed below showed the same symptoms and required a reboot of the server.
1st Outage:  12/04 for    17 minutes

2nd Outage: 12/10 for      6 minutes

3rd Outage:  12/11 for    15 minutes

4th Outage:  12/11 for    16 minutes

5th Outage:  12/12 for    40 minutes

6th Outage:  12/13 for    15 minutes

7th Outage:  12/18 for    32 minutes

8th Outage:  12/19 for    15 minutes



Total Outage Time:  156 minutes

Responsibility: Application Software

On Monday 12/03 at 08:25 and 12:52 connectivity to all SFA Internet websites was interrupted due to a network switch problem at the VDC. Static routes were added and the switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also).



Outage: 5 minutes

Responsibility: CSC

On Monday December 31st at 07:25 connectivity to CICS was interrupted due to a drop of VTAM nodes. After investigation these nodes were reactivated and connectivity was restored.

Outage: 68 minutes

Responsibility: CSC

CSC

For the month of December, RFMS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 99.83%

-  Web Server Availability was 99.98%


ACTUAL

For the month of December, RFMS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 99.83%

-  Web Server Availability was 99.63%



Software Changes

Discussions were held with ACS regarding the installation of the new compression software for the TIVWAN.  The new software was downloaded to the mainframe and ACS has begun testing.

Received notice from the client that the SAS Tutor option can be cancelled.  The SAS Tutor option cannot officially be removed until the new passwords are received from SAS.  Current passwords expire at the end of May but there is grace period after expiration in case the new passwords have not been received.

In support of the software “scrubbing” of the SFA systems, CA-Scheduler, CA-DADS/Plus, CA-XCOM, and CMF Monitor were identified as products for deletion.  CMF Monitor was deleted and the remaining products are awaiting approval to be deleted.

Upgraded Sams Vantage to Version 6.0.

Issues and abends on Easy Access are being investigated.

Help Desk Report

Jan01
Feb01
Mar01
Apr01
May01
Jun01
Jul01
Aug01
Sept01
Oct01
Nov01
Dec01

Number of Help Desk Calls taken for Pell

32
30
54
37
43
50
38
34
45
14
17
13

% Answered in 30 seconds

80%
78%
72%
69%
68%
82%
94%
93%
80%
92%
64.71%
84.62%

Number of Tickets Closed

12
21
40
21
18
20
31
14
23
10
17
7

% Tickets Closed in less than 2 Business Days

100%
100%
100%
100%
100%
100%
100%
100%
100%
100%
100%
100%

Resource Utilization Information

This information is now contained the appendices of this document.

PELL Print Quantities

Month
Images




October 1999
419,272

November 1999
239,775

December 1999
226,188

January 2000
102,765

February 2000
105,874

March 2000
101,349

April 2000
58,674

May 2000
95,424

June 2000
113,764

July 2000
121,790

August 2000
115,568

September 2000
104,662




FY00  Total
1,805,105







October 2000
60,480

November 2000
64,308

December 2000
95,141

January 2001
54,285

February 2001
86,994

March 2001
18,384

April 2001
17,808

May 2001
11,925

June 2001
7,570

July 2001
8,500

August 2001
4,500

September 2001
4,500




FY01 Year to Date
434,395







October 2001
TBD/pending

November 2001
TBD/pending

December 2001
TBD/pending

January 2002


February 2002


March 2002


April 2002


May 2002


June 2002


July 2002


August 2002


September 2002





FY02 Year to Date
TBD

Common SFA

Contractual Issues

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.






Technical Issues

UNIX Services - The following actions were completed:

· Patched and upgraded the operating system on HPL4.

· Setup NTP on HPL6, HPL8, HPL9, HPL10 and HPL11 to sync time with time server.

· Corrected the HPV1 Fiber Channel problem.
· Installed SCM2.5 on HPV1.
· Setup and started NTP to sync system time with SFA Time Server to the following:

VALOS000

PLLOS000

Loweb - t

Lcweb - t

lcweb

Loweb.

· Rebooted the DLOS LO Development server for kernel tuning.

· Updated GREC Program, LS Refund Reports and IF010 Error Listing on HPV2.

· Installed Oracle 9i/Discover on FMS.

· The SFA PIN Database needs a new table to implement the new release.

· Increase File System size for var/mqm data/mqm on su35e3 and su35e14.

· Removed user files from loweb-t and lcweb – t.

· Migrated PLLOS010 from current server to new N-class server.

· Installed JVM 1.3 and associated patches on Loweb-T and Lcweb-T.

· Moved XP256 Disks from HPL15 to HPL16.

· Implemented kernel changes for HPL4.

· Move Ombudsman Code into production on WebSphere.

· Installed additional disks on XP256.

· MQSeries start/stop scripts were added to SUN Servers/ su35e3, su35e5, su35e9, su35e, su35e13, su35e14, su35e, su35e16 and su35e17.

· Installed B-trade FTP server on ED-STAN.
· Installed 4 O/S patches to fix the problem with HPUX-11.0 on Loweb-T.

· Moved disk space on HPV1 and HPV2.

· Implemented automatic clean off of /tmp on Loweb and Lcweb boxes.

· Installation of Gigabit cards to support FASFA was completed on HPV1 and HPV2.

NT Services - The following actions occurred:

· Install Tripwire on the following:
CTRLSA1
Ombudsman Oracle Application Server

EASIDEV
Ombudsman Server

PELLCTD
SFANT001 thru SFANT017

Rational
SFANT021

SAIGDEVB-trade SFANT014
SFANT027

Eligcert
SFANT028

Eligtest
Webtrends

Ombudsman Seibel Dev


NSLDS Training Server


NSLDS Web Servers


Tripwire has been installed on all 45 servers.

· Reinstalled universal printer software per client request on SFANT024.

· Installed Norton AntiVirus software on PEPS server.

· Changed the password on SFANT005 per Application Support request.

· Moved NSLDSPROD rebuild to the production environment. This rebuild was necessary as part of the upgrade to CoolGen 5.1.

· Assisted Application Support with the Rational ClearCase VOB configuration modification for the FMS Project.

· Installed Hummingbird 6.2 FTP software per Application Support request.

· Implemented the new Verisign SSL Certificate on SFANT001.

· Installed IBM DB2 Connect software pacage per Application Support request on NSLDSFAP1.

· Installed Arcserve clients on the following:

SFANTHP

EAPP Prod

EAPP Test

SFANT010

SFANT024

FANT026

Webtrends

PELLCTD

SEIBEL DEV

EASIDEV

Rational

PELLPROD.

Implemented Arcserve 2000 backups for these servers into the tape library.

· Installed a security patch on SFANT007 for JRUN vulnerability.

· Installed standalone DLT tape drive and Arcserve 2000 on Webtrends.

· Adjusted NIC parameters to accommodate Arcserve backup on Rational.

System Availability

Channel
Project
Availability Issues

Students
CPS
See details under CPS section

CIO
NSLDS
See details under NSLDS section

CIO
Avail. Shared Resources
No issues

Students
FOTW
No issues

Schools
PELL/RFMS
See details under PELL section

Schools
PELL/PGRFMS
No issues

Students
FARS / Print (CDS)
See issues under CDS section

Students
FFEL
See details under FFELS section

FP
FFEL Support (1/2 of Proj. 18) 
No issues

CIO
Infrastructure / Pool Resources
No issues

CFO
FMS
See details below

Schools
DLOS LO
See details under DLOS section

Students
DLOS LC
See details under DLOS section

Students
PIN Site
See details below

Schools
PEPS
See details under PEPS section

CIO
ITA
No issues

CIO
SFA to the Internet
See details below

Schools
IFAP
See details below

Schools
Common Orig./Disb. (COD)
No issues

Schools
eCBS
No issues

CIO
Software Maintenance
No issues

CIO
EAI
No issues

COO
Intranet
No issues

COO
Ombudsman
No issues

CFO
CFO Datamart
See details below

Schools
Schools Portal
See details below

COO
PPS
No issues

Students
SAIG
No issues

Schools
NSLDS Servers
No issues

FP
FP Datamart
No issues

Students
Delinquent Loans Datamart
No issues

Students
NSLDS Web & FAP
No issues

Students
Students Portal
No issues

Students
Direct Loan Servicing
No issues

CIO
Title IV WAN Download
No issues

Schools
Campus Based Systems
No issues

FP
FP Portal
No issues

CIO
Data Warehouse
No issues

Students
AAFS
No issues

CIO
Technology Handbook
No issues

CIO
STA Blueprint
No issues

CIO
easi.ed.gov
No issues

CIO
students.gov
See details below

CIO
sta-vfa.ed.gov
No issues

Schools
Portals Applications
No issues


Citrix Server
See details below


Network/Internet
See details below


ED Enter
No issues

PIN Website

On Monday 12/03 at 08:00 and 12:20 connectivity to the PIN websites was interrupted due to a network switch problem at the VDC. The switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 



Outage: 60 minutes

Responsibility: CSC

CSC:

For the month of December:

-  Web Server Availability was 99.86%


ACTUAL:

For the month of December:

-  Web Server Availability was 98.86%



SFA to the Internet Website

On Monday 12/03 at 08:25 and 12:20 connectivity to the website was interrupted due to a network switch problem at the VDC. Static routes were added and the switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 



Outage: 60 minutes

Responsibility: CSC

CSC:

For the month of December:

-  Web Server Availability was 99.86%


ACTUAL:

For the month of December:

-  Web Server Availability was 98.86%



Network/Internet Websites

On Monday 12/03 at 08:25 and 12:52 connectivity to all SFA Internet websites was interrupted due to a network switch problem at the VDC. Static routes were added and the switch was recycled at 08:25 and 12:52 to alleviate this problem. A replacement for the switch has been configured and is now on "hot standby" in case of any future problems.



Outage: 5 minutes

Responsibility: CSC

CSC:

For the month of December:

-  Web Server Availability was 99.98%


ACTUAL:

For the month of December:

-  Web Server Availability was 99.98%



CITRIX Server

On Tuesday 12/04 at 14:43 users were unable to access the CITRIX website. Support rebooted the server and connectivity was restored. 



Outage: 47 minutes

Responsibility: CSC

On Monday 12/17 at 14:00 it was reported to the VDC that users were unable to access the CITRIX website. Support rebooted the server and connectivity was restored. 



Outage: 30 minutes

Responsibility: CSC

CSC:

For the month of December:

-  Web Server Availability was 99.82%
ACTUAL:

For the month of December:

-  Web Server Availability was 99.82%

Old FMS

On Saturday 12/01at 07:00 users were unable to logon to the system through the Oracle Form Server due to a change that was performed to install a patch bundle and JAVA 1.1.8, per a request of Oracle support to correct an Oracle GUI problem. The change was backed off and users were able to logon. The Oracle Form Server does not run on FMS_STAN (development). The difference in the production and development environments contributed to the outage. It is planned to add the Oracle Form Server to the FMS_STAN environment.

Outage: 870 minutes

Responsibility: Shared Application Support / CSC 

CSC:

For the month of December:

-  Web Server Availability was 98.05%
ACTUAL:

For the month of December:

-  Web Server Availability was 98.05%



STUDENTS.GOV Website

On Wednesday 12/03 at 16:50 users were unable to access the website. The server was rebooted and connectivity was restored.



Outage: 14 minutes

Responsibility: CSC

CSC:

For the month of December:

-  Web Server Availability was 99.96%
ACTUAL:

For the month of December:

-  Web Server Availability was 99.96%

IFAP


On Monday 12/03 at 07:25 connectivity to the website was interrupted due to a network switch problem at the VDC. The switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 





Outage: 5 minutes


Responsibility: CSC





On Wednesday 12/12 at 08:00 the site became unavailable due to a scheduled network change to a new switch. The change was backed off and connectivity was restored.




Outage: 35 minutes

Responsibility: CSC




CSC:

For the month of December:

-  Web Server Availability was 99.91%
ACTUAL:

For the month of December:

-  Web Server Availability was 99.91%

DATAMART


On Monday 12/03 at 07:25 connectivity to the website was interrupted due to a network switch problem at the VDC. The switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 





Outage: 5 minutes


Responsibility: CSC




On Wednesday 12/12 at 08:00 the site became unavailable due to a scheduled network change to a new switch. The change was backed off and connectivity was restored.




Outage: 35 minutes


Responsibility: CSC





CSC:

For the month of December:

-  Web Server Availability was 99.91%
ACTUAL:

For the month of December:

-  Web Server Availability was 99.91%




SCHOOLS PORTAL


On Monday 12/03 at 07:25 connectivity to the website was interrupted due to a network switch problem at the VDC. The switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 





Outage: 5 minutes


Responsibility: CSC




On Wednesday 12/12 at 08:00 the site became unavailable due to a scheduled network change to a new switch. The change was backed off and connectivity was restored.




Outage: 35 minutes


Responsibility: CSC





CSC:

For the month of December:

-  Web Server Availability was 99.91%
ACTUAL:

For the month of December:

-  Web Server Availability was 99.91%




CPS

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.






Contractual Issues

Technical Issues

The CPS/FFEL CPU consolidation project was started and the Project Plan is being developed.

System Availability

On Monday 12/03 at 08:00 and 12:20 connectivity to the FOTW websites was interrupted due to a network switch problem at the VDC. The switch was recycled at 08:25 and 12:52 to alleviate this problem (see Network/Internet outage also). 



Outage: 5 minutes

Responsibility: CSC

CSC:

For the month of December, CPS:
-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 99.92%


ACTUAL:

For the month of December, CPS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 99.92%



Software Changes

MQ Series was installed and there are still some outstanding issues that are in the process of being addressed with management.

Issues with Xpediter TSO V7 and DB2 Stored Procedures Support are in the process of being resolved.  The Test environment is being built on CPSD.

Upgrades of DSND (development) and DSNI (production) DB2 subsystems on the CPSP system have been delayed until after the spring of 2002’s FAFSA peak processing period.  During the delay period, several issues regarding DSNI maintenance will be addressed, a copy of DSNI will be upgraded to v6.1 on the CPSD (development) LPAR for testing and interim + fall back maintenance will be applied to CPSP DSNI.  The CPSP DSNI interim and fall back maintenance will be applied prior to the peak FAFSA processing period.

The changes and monitoring of Shadow Direct were supported for the testing on the new version of FAFSA.

FileAid for DB2 was upgraded to Version 4.5 on the CPSD and CPSP LPARs on 12/9/01.  This was necessary to allow for the migration of DB2 from V5.1 to V6.1.

QSORT was removed from the system as they no longer use or have a license for it.

The ZPARMS module on DSNI DB2 to increase the thread count usage was changed.  This was in support of the FAFSA V6.0 web software upgrade which went into production 1/1/01.

An additional SPOOL volume was added to CPSP to address the spool space shortage problems.

PARMLIB members were changed in Shadow Direct.

Upgraded Sams Vantage to Version 6.0.

Applied passwords for CPU upgrade from R35 to R26.

Issues and abends on Easy Access are being investigated.

Resource Utilization Information

This information is now contained in the appendices of this document.

CPS Print Quantities

Month
Laser Printing Standard Services
Laser Printing Non-Standard Services
Multiple Part Pages/Self Mailers Standard
Multiple Part Pages/Self Mailers Non-Standard







October 1999
1,888,056
1,888,056
666,131
666,131

November 1999
1,977,522
1,977,522
12,617
12,617

December 1999
10,360,494
10,360,494
1,894,088
1,894,088

January 2000
5,107,636
5,107,636
139,536
139,536

February 2000
4,875,399
4,875,399
745,900
745,900

March 2000
9,088,901
9,088,901
1,886,097
1,886,097

April 2000
9,366,994
9,366,994
3,177,443
3,177,443

May 2000
5,959,679
5,959,679
926,478
926,478

June 2000
4,313,724
4,313,724
813,968
813,968

July 2000
5,092,355
5,092,355
791,193
791,193

August 2000
4,160,253
4,160,253
634,620
634,620

September 2000
2,877,394
2,877,394
467,545
467,545







FY00 Total
65,068,407
65,068,407
12,155,616
12,155,616







October 2000
2,122,219
2,122,219
350,944
350,944

November 2000
4,117,783
4,117,783
899,843
899,843

December 2000
10,626,308
10,626,308
1,982,144
1,982,144

January 2001
2,364,101
2,364,101
369,390
369,390

February 2001
4,496,300
4,496,300
640,028
640,028

March 2001
10,052,392
10,052,392
1,018,059
1,018,059

April 2001
5,993,062
5,993,062
535,002
535,002

May 2001
5,403,660
5,403,660
558,995
558,995

June 2001
4,966,218
4,966,218
587,911
587,911

July 2001
3,622,116
3,622,116
502,780
502,780

August 2001
3,930,112
3,930,112
564,760
564,760

September 2001
3,214,975
3,214,975
489,261
489,261







FY01 YTD
61,733,122
61,733,122
8,499,077
8,499,077







October 2001
TBD
TBD
TBD
TBD

November 2001
1,586,362
1,586,362
1,609,212
1,609,212

December 2001
11,113,764
11,113,764
2,993,450
2,993,450

January 2002





February 2002





March 2002





April 2002





May 2002





June 2002





July 2002





August 2002





September 2002











FY02 YTD
14,230,074
14,230,074
4,865,920
4,865,920

FFELS

Contractual Issues

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.






Technical Issues

The CPS/FFEL CPU consolidation project was started and the Project Plan is being developed.

Work is continuing on Task Order #64 using CPS Connect:Direct to transmit data between FFEL and the Treasury.  Successfully tested Task Order #64 with Raytheon and Treasury.

System Availability

On Monday 12/03 at 08:25 and 12:52 connectivity to all SFA Internet websites was interrupted due to a network switch problem at the VDC. Static routes were added and the switch was recycled at 08:25 and 12:52  to alleviate this problem (see Network/Internet outage also).



Outage: 5 minutes

Responsibility: CSC

CSC:

For the month of December, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 99.98%
ACTUAL:

For the month of December, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 99.98%

Software Changes

Upgraded Sams Vantage to Version 6.0.

CDS

Contractual Issues

10/31/01
Progress Report revision


See Status
Due to the award of the new transformation task order, all contract issues for prior task orders are summarized in the contractual summary section at the end of this report.  New contractual actions for systems on the new task order will be summarized with the respective system.






Technical Issues

There were no technical issues for CDS in December.

System Availability

No outages occurred on CDS or the CICS region during the month of December.  CDS availability was 100%.
CSC:

For the month of December, CDS:

-  System Availability was 100%

-  CICS Availability was 100%


ACTUAL:

For the month of December, CDS:

-  System Availability was 100%

-  CICS Availability was 100%



Software Changes

Upgraded Sams Vantage to Version 6.0.

EVEA

Contractual Issues

Note: Per direction of the Contracting Officer, all EVEA activities remain active under the  Common Task Order.  These activities are not contractually associated with the new transformation task order and are reported herein for the convenience of the Government.  

8/30/01
Partial Closeout


Modification Required
Partial Closeout modification pending. Previous FPLH/T&M tasks excluded with performance extended until 9/30/02. Negotiations for New Transformation Task Order were completed on 9/29/01.  New tasks to be placed  on the new task order.











Technical Status

· Modernization Blueprint

· Developed work plans, as directed, for leveraging value from CSC work to date.

· Ombudsman

· Implement changes, as requested, to Ombudsman web site

· Evaluate migration of web site from ColdFusion to Websphere / Java

· Performance Management and Reporting

· System to be retired in December 2001

· Data Modeling

· Review process and provided feedback on Data Management issues

· Assist Data Standardization Team with Standards and Procedures

· Briefing and training of SFA personnel on Data Standardization

· Rational Software Support

· Sub-contracted to Rational Corporation
· Providing Customer Management Support Assistance
· Acquiring additional Rational Licenses at customer request
· Client Management Pilot has been successfully completed
· 3rd Party Test

· No further Activity at this time

SFA Project Management Issues

Current Activities

DLOS
The upgrade to both systems was completed on December 9, 2001.

RFMS
Meetings are under way to upgrade the RFMS database and possibly re-host the system on the Storage Area Network and an upgraded Unix system.

PELL System
The PELL Disaster Recovery Test was cancelled due to the events of September 11 and has been rescheduled for mid-January.

NSLDS
NSLDS FAP website is having its operating system upgraded to MS Windows 2000.  This upgrade is to eliminate the performance issues the site has been experiencing.

COD


All ATM connections for COD have been installed and tested.  CSC received authorization to install router layered encryption for Columbus, GA late from SFA contracts.  The delivery date is February 05, 2002.  CSC has ordered the equipment from the vendor, but anticipates not meeting the delivery date. 

TIVWAN
The ED_Stan and ED_Enter sites have been retired and replaced with SFA to the Internet (B-Trade).

Student Pin Site
The results of Accenture’s stress testing of the accelerator cards did not conclusively show a performance improvement, so a CPU upgrade was approved. CSC will upgrade before 02/03’s peak processing.

SFA to the Internet
Server infrastructure went into production as planned. CSC and NCS are jointly evaluating processing requirements before determining the exact processing capacity necessary to get through the 02/03 peak processing.

Internet Upgrade
There are 3 components to this project: 1) upgrade of the ISP capacity, 2) upgrade of the Internet routers and 3) upgrade of the core CSC backbone from 100MBpS to Gigabit Ethernet.  CSC received authorization to proceed on September 29. Based upon a September 29 authorization, CSC still believes it can have all elements of the upgrade in place in production by January 1, 2002.

FASFA on the Web
At Accenture’s direction, CSC ordered all 4 rental servers to provide sufficient capacity to meet 02/03 peak processing.

DCS Website
CSC presented service options to the DCS team. The option that added no incremental costs to SFA was selected. CSC is awaiting SFA’s authorizing of a change to cost allocation before migrating the application into the data center.

Because of security concerns with the current service environment, CSC has begun migration planning to bring the DCS Website into the VDC environment.

Disaster Recovery Status Report for December 2001

Test Schedule

O'Donnell
05/21/01
05/23/01
Completed
Partial Successful
Meriden
Carlstadt
DLOS: LO Web & LC Web
Midrange


O'Donnell / Benton
06/21/01
06/23/01
Completed
Successful
Meriden
N. Bergen 
NSLDS Prod
Mainframe


O'Donnell / Benton
06/21/01
06/23/01
Completed
Successful
Meriden
Carlstadt
FAP2 / FAPT1
Midrange


O'Donnell / Benton
07/28/01
07/30/01
Completed
Successful
Meriden
Carlstadt
DoEd/FFEL 
Midrange


O'Donnell / Benton
07/28/01
07/30/01
Completed
Successful
Meriden
N. Bergen 
CDS
Mainframe


O'Donnell / Benton
01/14/02
01/16/02
Scheduled
Scheduled
Meriden
Carlstadt
Pell Prod & FMS
Midrange
Rescheduled from 9/12

O'Donnell / Benton
01/14/02
01/16/02
Scheduled
Scheduled
Meriden
N. Bergen 
Pell Prod & FMS
Mainframe
Rescheduled from 9/12

O'Donnell / Benton
09/30/01
10/02/01
Completed
Successful
Meriden
N. Bergen 
CPS
Mainframe


O'Donnell / Benton
09/30/01
10/02/01
Completed
Successful
Meriden
Carlstadt
SAIG - TIVWAN, FAFSA, Pin Site
Midrange


O'Donnell / Benton
09/30/01
10/02/01
Completed
Successful
Meriden
Carlstadt
SAIGFTP & SAIGPROD
Midrange


O'Donnell / Benton
11/13/01
11/14/01
Completed
Successful
Meriden
Carlstadt
EASI 
Midrange


O'Donnell / Benton
11/13/01
11/14/01
Completed
Successful
Meriden
Carlstadt
 Ombudsman
Midrange


O'Donnell / Benton
11/13/01
11/14/01
Completed
Partial Success
Meriden
Carlstadt
PEPS & EAPP
Midrange


Status Report

DoED
Posttest reports for all 2001 testing have been added to the BCG database.



PELL
The 48 hr PELL DR test has been rescheduled to begin 1/14/02, 08:30 AM, conducting weekly meetings, established team members, PAD complete, planning on schedule

Pretest conference call scheduled, continue weekly meetings, conduct test, document post test report, conduct review, DoED signoff, update DR Plan 

DoED
Held 2002 DR scheduling meetings with CSC. Created and distributed document referencing DoED request for conducting ‘full system’ DR test.
DoED indicated they would like to conduct a full system test. 2002 Draft schedule is much more aggressive than ’01, however, it  does not incorporate all production platforms
Review draft copy of 2002 schedule with SDM, Provide draft copy of schedule to DoED, Finalize 2002 schedule, update Sungard hardware contract, schedule testing time with Sungard

DoED
Updating MidRange Disaster Recovery Plan
DoED is conducting an internal audit early January (moved up from 3rd qtr ’02) and is requesting all DR plans updated prior to audit. As a result of 9/11, SFA DR has become very visible.
Continue to update Midrange DR plan. Get copies of all updated plans stored off-site. Provide updates for DoED Internal Audit scheduled for early January.

DoED
Updating Mainframe Disaster Recovery Plans for NSLDS, PELL,PEPS, CDS, CPS, FFEL

Complete update of all Mainframe DR plans. Get copies of all updated plans stored off-site.

DoED
Updated NT server inventory listing

Modify Sungard contract to include additional hardware.

DoED
Attending weekly, monthly SFA capacity planning and transition planning meetings. 
Need  to identify changes effecting DR prior to test planning.
Update appropriate DR plans & contracts.

CONTRACTUAL ISSUES FOR PREVIOUS TASK ORDERS

As a result of the award of the new transformation task order, all contract issues for prior task orders are summarized below. Contractual actions for systems on the new task order are summarized with the respective system.

NSLDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

09/30/00
CLIN 004 Funding
Modification Required
Modification required to correct Modification 13 funding amount provided. Funding required for CLIN 004 was $133,983 versus $134,008.99.  






PEPS
Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

9/30/00
Administrative Correction
Modification 
Admin correction required for Modification 7.  Mod 7 references exercise of CLIN 05 instead of FY01 CLIN 06. 

4/1/00
GFI Shipment
Exercise CLIN 14
DOEd is requested to exercise CLIN 14 for GFI shipment services previously performed for the DOEd. Invoice has already been paid by DOED 

4/1/00
Administrative Correction
Modification 
Admin correction required for Modification 4 & 5 to correct CLIN and Funding typo.   



DLOS
Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

PELL

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

Common SFA

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Partial Closeout


Modification Required
Partial Closeout modification pending for all items below. T&M tasks excluded with   performance extended until 9/30/02. Negotiations for New Transformation Task Order were completed on 9/29/01.  






CPS

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

12/30/01
Additional Requirement
Modification Required
CSC submitted additional detail to CO.  CO concurs that CSC may invoice CPS migration equaitable adjusment request against task order with existing funding balance. Invoice submission pending.   

Prior 9/20/00 - Funding still required for delayed migration activities under migration CLIN for the B-Table submission of 2/4/00. CSC submitted backup documentation to the Contract Specialist and COTR on 12/21/00 concerning this issue.  

This B-Table update was incorporated into the contract via Modification 8 dated September 18, 2000.  B-Table update reflected the migration date change notice received via E-Mail from D. Elliott on 2/18/99. 

FFELS

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.






CDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/30/01
Travel
Modification Required
CSC currently reviewing all incurred unbilled travel.  If warranted, CSC will submit request for equitable adjustment for travel cost incurred to support VDC requirements. 

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.






















