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NSLDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

5/30/01
Contract Change
Modification Required
Modification required for the consolidation of Mainframe task orders.  CSC received approval of the proposal on 5/10/01.

05/30/01
CLIN 006 Funding
Modification Required
4th Quarter funding required.  

9/22/00
Additional Requirement
Modification Required
Modification required for B-table submission of 9/22/00.  B-table updates projected quantities, unit prices, and includes 3 additional services requested by DOED.

09/30/00
CLIN 004 Funding
Modification Required
Modification required to correct Modification 13 funding amount provided. Funding required for CLIN 004 was $133,983 versus $134,008.99.  

08/31/00
CLIN 013 Travel
Modification Required
Modification required to increase travel NTE   by $50k to a new total of $175k.  Actual costs to date exceeds $120k. 

Technical Issues

Disaster Recovery testing at Comdisco from June 20th - 23rd was successfully completed.  This was the first time the SFAN system was recovered at Comdisco and it went smoothly.  The SFAN system is an LPAR created for SNA communication for SFA systems.  The SNA connectivity between NSLP and SFAN was successfully tested.  This was also the first time that VTS tapes were used to recover the NSLP system and it was also completed without any problems.  

The implementation of the IG Audit requirements was completed.

System Availability

Friday, June 1st 11:35 - 14:59

The NSLDS Help Desk reported that users were experiencing problems connecting to the NSLDSFAP web site.  The NSLDS application was trying to record too much logging information, which caused log file contention. This contention slows down the web site performance substantially, and causes user session timeouts.  The NSLDSFAPT1 and NSLDSFAP2 servers were both rebooted.  The application development group is looking into a different logging scheme, which will reduce file contention when logging user access information. This should improve overall web site performance.

Outage:  204 Minutes

Responsibility:  Raytheon

CSC:

For the month of June, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 100%
ACTUAL:

For the month of June, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 99.49%

Software Changes

The upgrade of the NSLDS production LPAR (NSLP) to OS/390 2.10 is underway and is being customized.  Preliminary tests have been completed for all products except CA7.  The date for the client to perform application testing on the Test LPAR (NSLT) has been postponed.

The upgrades of DB2 from V5.1 to V6.1 and Cool:Gen from V5.1 to V6.0. are in process.  CSC worked with CA to resolve licensing issues and apply the new passwords to support the upgrades to the CA DB2 support products.

CA-Unicenter TNG agents are being installed in a System Test environment.  Once thoroughly tested, this suite of agents will interface with a TNG server to provide enhanced operational and performance monitoring capabilities.  Current efforts of CA-Unicenter TNG have focused on midrange and are still in test status at this time.

The use of PKZIP from ASI was investigated as a replacement for Compress.  Easy Access was chosen instead and the new release of Easy Access was installed for testing.  This product replaces the Compress product and was a requirement to support applications testing for a future production date.

Worked with IBM to install MQSeries on NSLS, NSLT and NSLP. There are still some outstanding issues that are in the process of being addressed with management.

Network Support Management has requested that TNG Agent Software to the OS/390 be installed.  The products have been received from the Software Factory and the installation is in process.

Migrated development DB2 subsystem named NSLD on the test LPAR from DB2 V5.1 to V6.1.

Upgraded the CA DB2 products Plan Analyzer and Report Facility to the P99D tape on subsystem NSLD, NSLA, and NSLP.  The P99D tape supports DB2 V6.1 and OS/390 V2.10.  A PTF was applied after the upgrade to correct LMP key processing.

Installed a Cool:Gen PTF on the test LPAR to support the applications group using MQSeries.

Installed a Restart+ zap for DB2 V6.1 support.

Security Information

The NSLDS User Summary Report for June:

Total ED Users
1,729

Total School Users
24,261

Total GA Users
981

Total PIC Users
557

Total VDC Users
179

All Other Users
908

Total Users
28,615




Total Revoked
9,336

Total CICS Users
28,164

Total TSO Users
1,710

Resource Utilization Information

This information is now contained in the appendices of this document.

NSLDS Print Quantities

Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports







October 1999
2,934
9,440
2,215
0

November 1999
720
575
0
6266

December 1999
3,766
24
0
0

January 2000
1,086
939
0
0

February 2000
3,150
0
6,452
0

March 2000
3,033
232
0
9,058

April 2000
3,384
0
0
0

May 2000
2,902
0
0
0

June 2000
2,851
0
0
0

July 2000
2502
0
0
0

August 2000
3213
0
0
0

September 2000
2778
0
0
0







FY00 Total
32,319
11,210
8,667
15,324







Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports

October 2000
3,279
0
2,994
0

November 2000
2,148
0
0
635

December 2000
3,296
0
0
0

January 2001
2,204
0
0
0

February 2001
2,964
0
1,114
0

March 2001
3,002
0
3,984
916

April 2001
3,301
0
0
0

May 2001
2,045
0
0
0

June 2001





July 2001





August 2001





September 2001











FY01 Year to Date
22,239
0
8,120
1,551

PEPS
Contractual Issues

Date
Issue
Proposed Resolution
Status

9/30/00
Administrative Correction
Modification 
Admin correction required for Modification 7.  Mod 7 references exercise of CLIN 05 instead of FY01 CLIN 06. 

4/1/00
GFI Shipment
Exercise CLIN 14
DOEd is requested to exercise CLIN 14 for GFI shipment services previously performed for the DOEd. Invoice has already been paid by DOED 

4/1/00
Administrative Correction
Modification 
Admin correction required for Modification 4 & 5 to correct CLIN and Funding typo.   



Technical Issues

The project to migrate PEPS development to the VDC continues. 

System Availability

Monday, June 4th 08:00 - 09:00

NT Support discovered a Dr. Watson error regarding the OAS server on the EAPP production system.  This outage was due to a security fix that was implemented by NT Support.  NT Support set the rights to the service account ID and the problem was resolved.

Outage:  60 Minutes

Responsibility:  CSC NT Support

Wednesday, June 6th 12:05 - 14:00

The PEPS web server experienced an outage that was due to a lost port on the network router.  NT Support rebooted the server to regain availability.

Outage:  115 Minutes

Responsibility:  CSC Network Support

CSC:

For the month of June, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.59%


ACTUAL:

For the month of June, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.59%



DLOS
Contractual Issues

Date
Issue
Proposed Resolution
Status




No Issues to report this period.

Technical Issues

There are no technical issues to report for the month of June.

System Availability

Tuesday, June 12th 09:10 - 09:54
Operations noticed that the DLOS/LC web site was unavailable.  Midrange Support contacted EDS and they discovered that the mail server was down.  EDS recycled the JRUN application and the web site became accessible.

Outage:  44 Minutes
Responsibility:  EDS

CSC:

For the month of June, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

- Web Server Availability was 100%
ACTUAL:

For the month of June, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.89%

For the month of June, DLOS/LO:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 100%
For the month of June, DLOS/LO:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 100%

PELL

Contractual Issues

Date
Issue
Proposed Resolution
Status

5/30/01
Contract Change
Modification Required
Modification required for the consolidation of Mainframe task orders.  CSC received approval of the proposal on 5/10/01.

03/29/01
CLIN 0005 Funding
Modification Required
Funding for one half of 3rd quarter and 4th quarter required. 

Technical Issues

RFMS was getting errors on the GEIS line where the GEIS line was sporadically being dropped.  The GEIS line is used to send and receive data to the TIVWAN and once the GEIS line gets dropped, it could delay the RFMS batch cycle by 3 to 3.5 hours.  A VTAM trace was in operation at the time of the last failure.  Some possible solutions for this problem were sent to ACS who sent this information to both GEIS and TIVWAN for their review.

The implementation of the IG Audit requirements was completed.

System Availability

1st Outage:  Friday, June 1st 07:20 - 07:38

2nd Outage:  Thursday, June 7th 09:15 - 09:27

3rd Outage:  Saturday, June 9th 00:15 - 00:55

During the month of June, the PELL Production web server experienced three outages that were all due to an application (C++ Runtime) error.  NT Support restarted the communication bridge and rebooted the server to regain accessibility.

1st Outage:  18 Minutes

2nd Outage:  12 Minutes

3rd Outage:  40 Minutes

Responsibility:  ACS

Web Server Outage:  Monday, June 18th 00:00 - 09:08

CICS Outage:  Monday, June 18th  07:20 - 09:08

Operations noticed that the CICS regions on the PELL/RFMS system were down and also the PELL Production web server did not establish connectivity after its scheduled maintenance window.  Technical Services performed maintenance on the system Saturday evening in support of the RFMS LPAR.  During  CICS startup, after the IPL process, the regions abended with a FD7 code.  To circumvent these abends, each CICS region had to have their respective ‘SIT’ tables modified.  After the table modifications were successful, the web site and the CICS regions were brought up with no further problems.

Web Server Outage:  548 Minutes

CICS Outage:  108 Minutes

Responsibility:  CSC Operations

Saturday, June 30th 14:24 - 15:15

Operations was informed that there was insufficient storage on the PELPRFMS system.  The system administrator put a change in the CSA and IPL'd the system to clear the problem.

Outage:  51 Minutes

Responsibility:  CSC Operations

CSC:

For the month of June, PELL/P:

-  System Availability was 99.88%.
ACTUAL:

For the month of June, PELL/P:

-  System Availability was 99.88%



For the month of June, PELL/RFMS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 99.73%

-  Web Server Availability was 98.70%


For the month of June, PELL/RFMS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 99.73%

-  Web Server Availability was 98.54%



Software Changes

An upgrade from OS/390 2.4 to OS/390 2.8 is in progress.  The cutover date for the OS/390 2.8 upgrade and the LPAR consolidation (PELP and PELD merging into the RFMS LPAR) is July 8 and then both PELD and PELP will no longer exist as separate LPARS.

Plans are being developed to upgrade the Cool:Gen environment to V5.1 .  These plans are in a very early stage and target dates are not yet available.

Weekly conference calls are being conducted regarding the migration of the CDSP LPAR onto the PELL CPU.  The merge is planned after the PELL LPAR consolidation and the PELL OS/390 2.8 upgrade are completed.  

Discussions were held with ACS regarding the installation of the new compression software for the TIVWAN.  The new software was downloaded to the mainframe and ACS has begun testing.

Received notice from the client that the SAS Tutor option can be cancelled.  The SAS Tutor option cannot officially be removed until the new passwords are received from SAS.  Current passwords expire at the end of May but there is grace period after expiration in case the new passwords have not been received.

The new INCONTROL V6.03 was installed on the PELS and PELD LPARs.  There are still exits and other issues to be worked out prior to end user testing.

The new version of Easy Access was installed for testing.  This product replaces the Compress product and was a requirement to support applications testing for a future production date.

Help Desk Report

Jul00
Aug00
Sept00
Oct00
Nov00
Dec01
Jan01
Feb01
Mar01
Apr01
May01
Jun01

Number of Help Desk Calls taken for Pell

25
39
41
58
21
50
32
30
54
37
43
50

% Answered in 30 seconds

83%
84%
89%
77%
75%
95%
80%
78%
72%
69%
68%
82%

Number of Tickets Closed

13
18
20
18
6
11
12
21
40
21
18
20

% Tickets Closed in less than 2 Business Days

92%
83%
100%
100%
100%
100%
100%
100%
100%
100%
100%
100%

Resource Utilization Information

This information is now contained the appendices of this document.

PELL Print Quantities

Month
Images




October 1999
419,272

November 1999
239,775

December 1999
226,188

January 2000
102,765

February 2000
105,874

March 2000
101,349

April 2000
58,674

May 2000
95,424

June 2000
113,764

July 2000
121,790

August 2000
115,568

September 2000
104,662




FY00  Total
1,805,105







October 2000
60,480

November 2000
64,308

December 2000
95,141

January 2001
54,285

February 2001
86,994

March 2001
18,384

April 2001
17,808

May 2001
11,925

June 2001


July 2001


August 2001


September 2001





FY01 Year to Date
409,325

Common SFA

Contractual Issues

Date
Issue
Proposed Resolution
Status

6/30/01
OutstandingTasks 
Modification Required
CSC will resubmit all outstanding undefinitzed tasks in the Phase II transformation proposal. 

03/29/01
CLIN 0006 Funding
Modification Required
Modification for 4th quarter funding required. 

09/29/00
Funding – CLIN 013
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $125K.  Actual expenses incurred have exceeded $118K.

Technical Issues

UNIX Services - The following actions occurred:

· Installed a patch bundle on HPV1, HPL14, HPL17, HPN4, HPL5, HPN7 and HPN8

· Tested Service Guard on HPV1 and HPV2.

· Reinstalled TNG performance manager on HPV2.

· Installed the semi-annual patch bundle on su35e1, su35e2, su35e3, su35e5, su35e6, su35e11, su35e16, su35e17, su22e1 and su22e2.

· Replaced a bad disk on XP256.

· Installed Netscape and patches to LCWEB.

· Built SFA Intranet environments on su35e9, su35e10, su35e12 and su35e13.

· Installed more recent patches on sue5e4, su35e7, su35e8, su35e9, su35e10, su35e12, ssu35e13, su35e14, su35e15 and su35e18.

NT Services - The following actions occurred:

· Installed Microsoft hot fix Q274149 on MRDDENT01 and SFANT005.

· Installed NT 4.0 service pack 6a and Microsoft hot fixes on NSLDSFAPT1, NSLDSFAP1 and NSLDSPROD.

· Worked with Compaq to replace a failed SCSI disk drive on WEBTRENDS.

· Installed a Microsoft hot fix and worked with the application developers on Pellgrantsonline.gov.

· Modified access rights to the "Everyone" group on all of the SFA NT servers.

· Increased the disk space on SFANT010.

· Performed a rebuild of SAIGPROD.

· Updated the registry entries to incorporate the IG security recommendations on SAIGFTP and SAIGDEV.

· Installed the Microsoft Index Patch on Btrade.

· Installed Microsoft hot fixes on the following:

PELLDEV

SAIGDEV

SFANT006

SFANT001

MRDDOENT001

ELIGCERT

Control D

OMBUDSMAN SERVER

SFANT005

SAIG SERVERS

WEBTRENDS

SFANT009

SFANT002

SFANT003

SFANT004

SFANT020

SFANT021

ELIGTEST

NSLDSDEV

SFANT027

NSLDSFAPT1

NSLDSFAPT2

SFANT022

SFANT023

NSLDSPROD

NSLDSFAP1

· Relocated SFANT010 to Rack C to accommodate the server consolidation plan.

· Renewed the SSL certificate for the SAIGDEV and SAIGPROD websites.

· Reinstalled and tested the CA TNG agent on SAIGDEV.

· Installed the latest version of the Omniback backup software on NSLDSPROD, NSLDSFAPT1 and NSLDSFAP1.

· Performed vulnerability assessment of various SFA Internet websites.

· Updated the Microsoft MSDAC software on SFANT022, Btrade, and SFANT001.

· Applied the Microsoft hot fix MS01-033 to SAIGDEV.

· Removed unnecessary files from PELLPROD.

System Availability

Network

No network outages occurred during the month of June. Network availability was 100%.

CSC:

For the month of June:

-  Network Availability was 100%


ACTUAL:

For the month of June:

-  Network Availability was 100%



CFO Datamart

1st Outage:  Thursday, June 7th 13:33 - 15:25

2nd Outage:  Wednesday, June 13th 15:50 - 16:25

The CFO Datamart database crashed on two occasions during the month of June.  Both outages were due to a known bug in the Oracle 8.1.5 software.  The CSC DBA restarted the instance and users were then able to access the database.  A plan has been put in place to upgrade the database to Oracle 8.1.6.

1st Outage:  112 Minutes

2nd Outage:  35 Minutes
Responsibility:  Application Software

CSC:

For the month of June:

-  Database Availability was 100%
ACTUAL:

For the month of June:

-  Database Availability was 99.66%

Content Management

Users were unable to access the Content Management server on Wednesday, June 27th from 13:51 to 14:17.  Midrange Support performed a change to the terminal server earlier that day, which caused the server to lock up.  The server was rebooted and accessibility was restored.
Outage:  26 Minutes

Responsibility:  CSC Midrange Support

CSC:

For the month of June:

-  System Availability was 99.94%
ACTUAL:

For the month of June:

-  System Availability was 99.94%

IFAP Web Server

Users were unable to access the IFAP Web server on Wednesday, June 27th from 13:51 to 14:17.  Midrange Support performed a change to the terminal server earlier that day, which caused the server to lock up.  The server was rebooted and accessibility was restored.
Outage:  26 Minutes

Responsibility:  CSC Midrange Support
CSC:

For the month of June:

-  System Availability was 99.94%
ACTUAL:

For the month of June:

-  System Availability was 99.94%

IFAP Application Server

Users were unable to access the IFAP Application server on Wednesday, June 27th from 13:51 to 14:17.  Midrange Support performed a change to the terminal server earlier that day, which caused the server to lock up.  The server was rebooted and accessibility was restored.

Outage:  26 Minutes

Responsibility:  CSC Midrange Support
CSC:

For the month of June:

-  System Availability was 99.94%
ACTUAL:

For the month of June:

-  System Availability was 99.94%

Data Warehouse Informatica

Users were unable to access the Data Warehouse Informatica server on Wednesday, June 27th from 13:51 to 14:17.  Midrange Support performed a change to the terminal server earlier that day, which caused the server to lock up.  The server was rebooted and accessibility was restored.

Outage:  26 Minutes

Responsibility:  CSC Midrange Support
CSC:

For the month of June:

-  System Availability was 99.94%
ACTUAL:

For the month of June:

-  System Availability was 99.94%

Schools Portal Server

Users were unable to access the Schools Portal server on Wednesday, June 27th from 13:51 to 14:17.  Midrange Support performed a change to the terminal server earlier that day, which caused the server to lock up.  The server was rebooted and accessibility was restored.

Outage:  26 Minutes

Responsibility:  CSC Midrange Support
CSC:

For the month of June:

-  System Availability was 99.94%
ACTUAL:

For the month of June:

-  System Availability was 99.94%

Intranet Server

Users were unable to access the Intranet server on Wednesday, June 27th from 13:51 to 14:17.  Midrange Support performed a change to the terminal server earlier that day, which caused the server to lock up.  The server was rebooted and accessibility was restored.

Outage:  26 Minutes

Responsibility:  CSC Midrange Support
CSC:

For the month of June:

-  System Availability was 99.94%
ACTUAL:

For the month of June:

-  System Availability was 99.94%

Ombudsman

Friday, June 29th 19:54 - 20:30
A developer from Accenture attempted to re-load software on the OMBUDSMAN server, which caused it to hang.  CSC NT Support rebooted the server to regain availability.

Outage:  36 Minutes
Responsibility:  Accenture
CSC:

For the month of June:

-  Web Server Availability was 100%
ACTUAL:

For the month of June:

-  Web Server Availability was 99.77%

CPS

Contractual Issues

Date
Issue
Proposed Resolution
Status

5/30/01
Contract Change
Modification Required
Modification required for the consolidation of Mainframe task orders.  CSC received approval of the proposal on 5/10/01.

03/29/01
CLIN 0005 Funding
Modification Required
Modification to provide 4th quarter FY 01 funding required. 

09/26/00
Additional Requirement
Modification Required
Funding still required for delayed migration activities under migration CLIN for the B-Table submission of 2/4/00. CSC submitted backup documentation to the Contract Specialist and COTR on 12/21/00 concerning this issue.  

This B-Table update was incorporated into the contract via Modification 8 dated September 18, 2000.  B-Table update reflected the migration date change notice received via E-Mail from D. Elliott on 2/18/99. 

Technical Issues

The CPS Production LPAR has been prepared for incorporation into the SFA Production Parallel Sysplex environment.  The OS/390 upgrade has been completed and insertion into the Sysplex will be scheduled after prerequisite microcode updates are applied.

The implementation of the IG Audit requirements was completed.

System Availability

No outages occurred on CPS, DB2, CICS regions or web servers during the month of June.  CPS availability was 100%.

CSC:

For the month of June, CPS:
-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 100%


ACTUAL:

For the month of June, CPS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 100%



Software Changes

The upgrade to the BMC QuickStart program product has been delayed.  The current version must be updated to maintain vendor support.  Further activity for this upgrade will be delayed until NCS has a clear understanding of changes introduced by the new version, and a new Development/Test LPAR has been made available.  Requirements for this new LPAR are being defined.  Upgrade of this product will take place on the Test LPAR first.

ImagePlus V3.1 testing is in process.  All maintenance for the V3.1 ImagePlus was received.  This maintenance will bring the product up to the 0105 maintenance level and will be applied to the development LPAR and tested.  Then it will be moved into production with the upgrade to V3.1.

Preparations are underway to upgrade DB2 to Version 6.  Initial activities are the application of maintenance to DB2 for co-existence and the installation of several Platinum program products (Detector, Log Compress, Log Analyzer and Subsystem Analyzer).

CA7 and CA11 were installed to allow for testing in support of Task Order 64.  This is scheduled to be in a production state by June.  The usermod was applied to CA7 to track all the necessary datasets to date to support Task Order 64.

Worked with IBM to install MQSeries on NSLS, NSLT and NSLP. There are still some outstanding issues that are in the process of being addressed with management.

The new version of Easy Access was installed for testing.  This product replaces the Compress product and was a requirement to support applications testing for a future production date.

Resource Utilization Information

This information is now contained in the appendices of this document.

CPS Print Quantities

Month
Laser Printing Standard Services
Laser Printing Non-Standard Services
Multiple Part Pages/Self Mailers Standard
Multiple Part Pages/Self Mailers Non-Standard







October 1999
1,888,056
1,888,056
666,131
666,131

November 1999
1,977,522
1,977,522
12,617
12,617

December 1999
10,360,494
10,360,494
1,894,088
1,894,088

January 2000
5,107,636
5,107,636
139,536
139,536

February 2000
4,875,399
4,875,399
745,900
745,900

March 2000
9,088,901
9,088,901
1,886,097
1,886,097

April 2000
9,366,994
9,366,994
3,177,443
3,177,443

May 2000
5,959,679
5,959,679
926,478
926,478

June 2000
4,313,724
4,313,724
813,968
813,968

July 2000
5,092,355
5,092,355
791,193
791,193

August 2000
4,160,253
4,160,253
634,620
634,620

September 2000
2,877,394
2,877,394
467,545
467,545







FY00 Total
65,068,407
65,068,407
12,155,616
12,155,616







October 2000
2,122,219
2,122,219
350,944
350,944

November 2000
4,117,783
4,117,783
899,843
899,843

December 2000
10,626,308
10,626,308
1,982,144
1,982,144

January 2001
2,364,101
2,364,101
369,390
369,390

February 2001
4,496,300
4,496,300
640,028
640,028

March 2001
10,052,392
10,052,392
1,018,059
1,018,059

April 2001
5,993,062
5,993,062
535,002
535,002

May 2001
5,403,660
5,403,660
558,995
558,995

June 2001
4,966,218
4,966,218
587,911
587,911

July 2001





August 2001





September 2001











Year to Date
50,965,919
50,965,919
6,942,276
6,942,276

FFELS

Contractual Issues

Date
Issue
Proposed Resolution
Status

5/30/01
Contract Change
Modification Required
Modification required for the consolidation of Mainframe task orders.  CSC received approval of the proposal on 5/10/01.

03/29/01
CLIN 0005 Funding
Modification Required
Modification to provide 4th quarter FY 01 funding required.

11/30/00
Travel Funding
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $70K.  Actual expenses incurred have exceeded $59K.

Technical Issues

The implementation of the IG Audit requirements was completed.

System Availability

No outages occurred on the FFEL system, IDMS, CICS or Wage Garnishment server during the month of June.  FFELS availability was 100%.

CSC:

For the month of June, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 100%
ACTUAL:

For the month of June, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 100%

Software Changes

Upgraded Mailstream to V6.3.1 as required by the US Post Office prior to any mailings that were to be delivered after July 1st.

Fixed the tape allocation problem with a zap to DIF, which is the allocation product identified as the source of the problem.

CDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

5/30/01
Contract Change
Modification Required
Modification required for the consolidation of Mainframe task orders.  CSC received approval of the proposal on 5/10/01.

03/29/01
CLIN 0005 Funding
Modification Required
Modification to provide 4th quarter FY 01 funding required. 

11/30/00
Travel Funding
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $40K.  Actual expenses incurred have exceeded $31K.

Technical Issues

The implementation of the IG Audit requirements was completed.

System Availability

No outages occurred on CD System or CICS region in the month of June.  CDS availability was 100%.
CSC:

For the month of June, CDS:

-  System Availability was 100%

-  CICS Availability was 100%


ACTUAL:

For the month of June, CDS:

-  System Availability was 100%

-  CICS Availability was 100%



Software Changes

The upgrade from OS/390 2.4 to OS/390 2.10 is on hold pending final decision regarding the future of the FARS application on the mainframe.

Upgraded Mailstream to V6.3.1 as required by the US Post Office prior to any mailings that were to be delivered after July 1st.

The MIMTAPE product was implemented.

EVEA

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/00
Change in Scope
Modification Required
Scope revision anticipated for the Performance Measurement task (subtask of the Modernization Blueprint task).  CSC anticipates revised SOO to affect schedule, scope, and price.  ROM estimate is currently $24k for additional funds required. 






Technical Status

· Modernization Blueprint

· Developed work plans, as directed, for leveraging value from CSC work to date.

· Performance Management and Reporting

· Implementation of Web-enabled Oracle based tracking system completed

· Working as a maintenance activity

· Tracking and implementing new functionality and bug fix requests

· Hosting application development and deployment at Virtual data center

· Data Modeling

· Review process and provided feedback on Data Management issues

· Assist Data Standardization Team with Standards and Procedures

· Rational Software Support

· Sub-contracted to Rational Corporation
· 3rd Party Test

· No further Activity at this time

SFA Project Management Issues

Current Activities

CBS
Currently, the new and old CBS are running in parallel.  CBS is testing the Web based Citrix solution.  CBS is also in the process of procuring additional licenses for the Access database. The netbios issue has been resolved.  The Access database needs to be converted by the Application Development team (UAL) before cutover can take place.  Cutover is now scheduled for mid-July.

RFMS
Meetings are under way to upgrade the RFMS database and possibly re-host the system on the Storage Area Network and an upgraded Unix system.

Pell System
Pell OS 390 upgrade is continuing with a completion date scheduled for July 9th.  The Pell and CDS systems will be consolidated on the PELL Mainframe with a completion date set for July 22nd.

PEPS

COD

Citrix


The PEPS System Administration (SA) responsibility turn over (to CSC) is underway.  SA responsibility will be under CSC control by the end of June.  PEPS has also introduced a HP-K570 to test the functionality and scripts of the EAI project and connectivity to COD. The server will host PEPS database test instances.

CSC will have connectivity to TSYS in Georgia by the end of July to enable the use of the COD system.

Citrix on the Web for the PEPS system will be enabled by the end of July.



TIVWAN
CSC made available the test environment to NCS in accordance with the project schedule. To meet the hosting requirements, CSC will redeploy processing capacity already dedicated to Student Financial Assistance (without impact to the existing environment).  Final requirements (ISP Bandwidth, CPU capacity) of the application will not be determined until the application begins production migrations.

CPS Issues
Additional optical capacity services, Endeavor to replace Panvalet, and Additional DASD - CSC provided a proposal to SFA. CSC is awaiting contract authorization in order to proceed on all initiatives, except for the Endeavor upgrade, which was authorized by SFA.

FAFSA Express
CSC is awaiting contract authorization on this project.  Students Channel (Nina Colon) indicated that there is only one FTS2001 vendor problem outstanding and that the service will be going into production shortly. Nina will contact CSC when the system is ready to go into production.

FFELS Routers
CSC is awaiting contract authorization to proceed with installation of new routers on the 8 agencies that won the rebid and will continue to require connectivity. To meet SFA's timeline requirements for the 5 new agencies, 5 routers have been installed and are operational - CSC is still awaiting contract pricing authorization for this service.

Trip Report

The following travel-related expenses were incurred during the month of June.

Name
Dates
Cities
Purpose
Accomplishments
Authorized By

Jim O'Donnell, Keith Parmelee, Maria Cullen
6/20/01 - 6/23/01
Rocky Hill, CT to North Bergen, NJ
NSLDS Disaster Recovery Test
Performed DR test on the mainframe and 3 NT servers successfully
Carolyn Dickens

Rickie McKenzie, Glenn Benton, Brian Phillips
6/20/01 - 6/23/01
Ft. Worth, TX to North Bergen, NJ
NSLDS Disaster Recovery Test
Performed DR test on the mainframe and 3 NT servers successfully
Carolyn Dickens

Tony Santini, Shawn Caison, Todd Bassett, Jim Choiniere
6/20/01 - 6/23/01
Meriden, CT to North Bergen, NJ
NSLDS Disaster Recovery Test
Performed DR test on the mainframe and 3 NT servers successfully
Carolyn Dickens

Benson Hwang, Craig Gates
6/21/01 - 6/23/01
Meriden, CT to North Bergen, NJ
NSLDS Disaster Recovery Test
Performed DR test on the mainframe and 3 NT servers successfully
Carolyn Dickens















Disaster Recovery Status Report as of 6/29/01

Test 
Target Systems
Test Hours
Recovery Test Date
Recovery

Location
Status

DLOS

LO Prod

LC Dev
48


Monday 05/21/01 02:30
Carlstadt

NJ
1. The planning process for this test commenced on 3/20/01. 

2.  Team members include staff from SFA, CSC and EDS.  

3.  Weekly meetings are held every Tuesday at 2:00 PM.

4.  We are on target with no major issues to report.

5.  DLOS was successfully tested May 10, 2000. Partical goals and objectives were met.


LO Web 


Carlstadt,

NJ


NSLDS


NSLDS Prod
48


Thursday 06/21/01 02:30
North Bergen, NJ
1.  The planning process for this test commenced on 4/12/01.  

2.  Team members include staff from SFA, CSC and Raytheon.

3.  Weekly meetings are held every Thursday at 2:00 PM. 

4.  We are on target with no major issues to report.

5.  NSLDS was successfully tested June 21, 2001. All goals and objectives were met.


FAP2


32
Thursday 06/21/01 17:30
Carlstadt,

NJ



FAPT1


Carlstadt,

NJ


CDS
CDS
24
Saturday

7/28/01

02:30
North Bergen, NJ
1.  The planning process for the CDS portion of this test began on 4/18/01 at 1:00 PM.  For FFEL, we are in the process of scheduling a kick-off meeting with the necessary staff.

2. For CDS, team members will include staff from SFA, CSC and ACS.  For FFEL, team members will include SFA, CSC and EDS.   

3.  Going forward, the day and time of the weekly CDS meetings is 1:00 PM every Wednesday.

4. CDS weekly meeting are Tuesday at 2:00 pm, FFEL weekly meeting are Monday at 11:00 am.

5.  We are on target with no major issues to report.

6. CDS was successfully tested July 22, 2000.

7. FFEL was succsessfully tested July 5, 2000.


FFEL
24

North Bergen, NJ



Wage Garnishments
48
Friday

7/27/01

02:30
Carlstadt,

NJ


Pell


FMS


48
Wednesday 09/12/01 08:30
Carlstadt,

NJ
1. Initial contact to establish DoED sponsor.

2.The planning process for this test has not yet begun for this test.

3.  Pell was successfully tested October 13, 2000.


Pell Prod
24
Thursday 09/13/01 08:30
North Bergen, NJ


CPS


CPS
24


Monday 10/01/01 02:30


North Bergen, NJ
1. The planning process has not yet begun for this test.

2.  CPS was successfully tested September 13, 2000.


SAIG - Title IV Wan
48


Sunday 09/30/01 02:30


Carlstadt,

NJ



FAFSA (4 HP's)
48


Sunday 09/30/01 02:30


Carlstadt,

NJ



Pin Site
48


Sunday 09/30/01 02:30 47hrs
Carlstadt,

NJ


Test 
Target Systems
Test Hours
Recovery Test Date
Recovery

Location
Status

Common


EASI


32
Monday 11/12/01 08:30 32hrs
Carlstadt,

NJ
1.  The planning process has not yet begun for this test.

2.  The PEPS system was successfully tested  December 9, 2000.  


Ombudsman


Carlstadt,

NJ



Nokia Firewall (VPN)


Carlstadt,

NJ



PEPS
23
Tuesday

11/13/01

08:30 23hrs
Carlstadt,

NJ



EAPP


Carlstadt,

NJ



Citirx


Carlstadt,

NJ


Pell


FMS


48
Wednesday 09/12/01 08:30
Carlstadt,

N.J
1.  The planning process has not yet begun for this test.

2.  Pell was successfully tested October 13, 2000.


Pell Prod
24
Thursday 09/13/01 08:30
North Bergen, N.J.


CPS


CPS
24


Monday 10/01/01 02:30


North Bergen, N.J.
1. The planning process has not yet begun for this test.

2.  CPS was successfully tested September 13, 2000.


SAIG - Title IV Wan
48


Sunday 09/30/01 02:30


Carlstadt,

N.J



FAFSA (4 HP's)
48


Sunday 09/30/01 02:30


Carlstadt,

N.J



Pin Site
48


Sunday 09/30/01 02:30 47hrs
Carlstadt,

N.J


Common


EASI


32
Monday 11/12/01 08:30 32hrs
Carlstadt,

N.J
1.  The planning process has not yet begun for this test.

2.  The PEPS system was successfully tested  December 9, 2000.  


Ombudsman


Carlstadt,

N.J



Nokia Firewall (VPN)


Carlstadt,

N.J



PEPS
23
Tuesday

11/13/01

08:30 23hrs
Carlstadt,

N.J



EAPP


Carlstadt,

N.J



Citirx


Carlstadt,

N.J


















