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NSLDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

03/29/01
CLIN 006 Funding
Modification Required
3rd Quarter funding required.  

9/22/00
Additional Requirement
Modification Required
Modification required for B-table submission of 9/22/00.  B-table updates projected quantities, unit prices, and includes 3 additional services requested by DOED.

09/30/00
CLIN 004 Funding
Modification Required
Modification required to correct Modification 13 funding amount provided. Funding required for CLIN 004 was $133,983 versus $134,008.99.  

08/31/00
CLIN 013 Travel
Modification Required
Modification required to increase travel NTE   by $50k to a new total of $175k.  Actual costs to date exceeds $120k. 

Technical Issues

On February 25, there was a 20-minute interruption to TSO service on the NSLP Production system.  This was caused by an enqueue that was held by either the NSLDS Test or the NSLDS System LPARs.  The problem was corrected by 1) changing the parameter that was used to terminate Multi Image Manager (MIM), a software product that provides integrity to the datasets that are shared among the three LPARs.  Now the enqueues that are held by the system that are being shut down are released during the termination process, and 2) the rule that defined how the enqueue for the RACF database is protected was changed to use RESERVE/RELEASE and the enqueue was treated as a local enqueue because the names of the RACF databases are the same for all of the systems.  The corrections were completed by March 4.

A PTF was applied to the Operating System to correct an error in the Contents Supervisor, which issued a message indicating that module ISPQRY was being used recursively.  The PTF was applied to all three LPARS by March 19.

System Availability

No outages occurred on NSLDS, DB2, CICS or web servers during the month of March.  NSLDS availability was 100%.

CSC:

For the month of March, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 100%
ACTUAL:

For the month of March, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 100%



Software Changes

2GB of memory were added to the NSLDS CPU on February 25 making the total 4GB.  The sizes of ECSA and ESQA were increased on the Production system in order to accommodate the increased use of memory by the DB2 subsystems.  Another local page dataset was added.

The Operating System for the 3rd LPAR, NSLS was upgraded to OS/390 2.10 on March 6.  The program products are now being customized on this system.

The volume dump conversion to Magstar 3590 went into production March 18.

All BMC products were upgraded for DB2 on the NSLD DB2 subsystem.

An upgrade plan was created for the upgrade of DB2 from V5.1 to V6.1 and Cool:Gen from V5.1 to V6.0.  The Cool:Gen V4.1A encyclopedia was deleted.  Implemented DB2 V6.1 early code on the production and test LPARs, changing the name of the LINKLST dataset to remove the old version number.  Upgraded DB2 V5.1 subsystem named NSLD from PUT9906 to PUT0010 on the test LPAR.  This maintenance prepares DB2 for V6.1.

CA-Unicenter TNG agents are being installed in a System Test environment.  Once thoroughly tested, this suite of agents will interface with a TNG server to provide enhanced operational and performance monitoring capabilities.  Current efforts of CA-Unicenter TNG have focused on midrange and are still in test status at this time.

The use of PKZIP from ASI was investigated as a replacement for Compress.  This is still under consideration by SFA.

Security Information

The NSLDS User Summary Report for March:

Total ED Users
1,682

Total School Users
22,936

Total GA Users
863

Total PIC Users
523

Total VDC Users
176

All Other Users
828

Total Users
27,008




Total Revoked
8,788

Total CICS Users
26,557

Total TSO Users
1,676

Resource Utilization Information

This information is now contained in the appendices of this document.

NSLDS Print Quantities

Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports







October 1999
2,934
9,440
2,215
0

November 1999
720
575
0
6266

December 1999
3,766
24
0
0

January 2000
1,086
939
0
0

February 2000
3,150
0
6,452
0

March 2000
3,033
232
0
9,058

April 2000
3,384
0
0
0

May 2000
2,902
0
0
0

June 2000
2,851
0
0
0

July 2000
2502
0
0
0

August 2000
3213
0
0
0

September 2000
2778
0
0
0







FY00 Total
32,319
11,210
8,667
15,324













October 2000
3,279
0
2,994
0

November 2000
2,148
0
0
635

December 2000
3,296
0
0
0

January 2001
2,204
0
0
0

February 2001
2,964
0
1,114
0

March 2001
3,002
0
3,984
916

April 2001





May 2001





June 2001





July 2001





August 2001





September 2001











FY01 Year to Date
16,893
0
8,120
1,551

PEPS
Contractual Issues

Date
Issue
Proposed Resolution
Status

9/30/00
Administrative Correction
Modification 
Admin correction required for Modification 7.  Mod 7 references exercise of CLIN 05 instead of FY01 CLIN 06. 

4/1/00
GFI Shipment
Exercise CLIN 14
DOEd is requested to exercise CLIN 14 for GFI shipment services previously performed for the DOEd. Invoice has already been paid by DOED 

4/1/00
Administrative Correction
Modification 
Admin correction required for Modification 4 & 5 to correct CLIN and Funding typo.   



Technical Issues

There were no technical issues for PEPS during March.

System Availability

Tuesday, March 20th 14:50 - 15:10

For several days, an XPORT problem had been occurring on the EAPP web server.  NT Support attempted to correct the problem and an automatic reboot was initiated.  After the reboot completed, users were able to access the web site.

Outage:  20 Minutes

Responsibility:  CSC NT Support

Sunday, March 11th 07:00 - 08:40

The TNG console reported that the EAPP web server was down.  NT Support found a floppy disk in the A drive while it was performing its normal reboot.  Once the disk was removed from the drive, the reboot was completed and users were able to access the web site.

Outage:  100 Minutes

Responsibility:  CSC NT Support

CSC:

For the month of March, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.72%


ACTUAL:

For the month of March, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.72%



DLOS
Contractual Issues

Date
Issue
Proposed Resolution
Status




No Issues to report this period.

Technical Issues

There were no technical issues for DLOS in March.

System Availability

Thursday, March 29th 04:14 - 05:51

Operations noticed that the DLOS/LC web site was unavailable.  Midrange Support contacted EDS and they discovered that the mail server was down.  EDS recycled the JRUN application and the web site became accessible

Outage:  97 Minutes

Responsibility:  EDS

CSC:

For the month of March, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

- Web Server Availability was 100%
ACTUAL:

For the month of March, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 99.78%

For the month of March, DLOS/LO:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 100%
For the month of March, DLOS/LO:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 100%

PELL

Contractual Issues

Date
Issue
Proposed Resolution
Status

03/29/01
CLIN 0005 Funding
Modification Required
Funding for half of 2nd quarter  and  3rd quarter required. 

Technical Issues

The RFMS system was getting errors on the GEIS line where the GEIS line was sporadically being dropped.  The GEIS line is used to send and receive data to the TIVWAN and once the GEIS line gets dropped, it could delay the RFMS batch cycle by 3 to 3.5 hours.  This issue is still outstanding and a solution is being researched.

System Availability

1st Outage:  Friday, March 2nd 14:40 - 15:10 & 18:00 - 19:10

2nd Outage:  Saturday, March 3rd 11:25 - 12:07

3rd Outage:  Thursday, March 8th 17:08 - 17:14

4th Outage:  Tuesday, March 13th 13:33 - 14:07

5th Outage:  Thursday, March 15th 16:07 - 16:53

6th Outage:  Friday, March 16th 08:40 - 08:55 & 11:35 - 11:52

7th Outage:  Monday, March 19th 12:16 - 12:42

8th Outage:  Tuesday, March 20th 07:10 - 07:30 & 22:30 - 23:00

9th Outage:  Wednesday, March 21st 07:07 - 07:25, 09:18 - 09:40 & 20:00 - 20:15

10th Outage:  Friday, March 23rd 13:08 - 13:30

11th Outage:  Monday, March 26th 07:15 - 07:25 & 10:50 - 11:10

12th Outage:  Tuesday, March 27th 08:30 - 08:38 & 15:00 - 15:23

During the month of March, the PELL Production web server experienced nineteen outages that were all due to an application (C++ Runtime) error.  NT Support restarted the communication bridge and rebooted the server to regain accessibility.
1st Outage:  100 Minutes

2nd Outage:  42 Minutes

3rd Outage:  6 Minutes

4th Outage:  34 Minutes

5th Outage:  46 Minutes

6th Outage:  32 Minutes

7th Outage:  26 Minutes

8th Outage:  50 Minutes

9th Outage:  55 Minutes

10th Outage:  22 Minutes

11th Outage:  30 Minutes

12th Outage:  31 Minutes

Responsibility:  ACS

Thursday, March 15th 08:10 - 08:16
A user from ACS was unable to view FAA on the PELL Production web server.  The user requested NT Support to reboot the server.  It was determined that the user's ID was disabled on the machine, based on CSC's NT security standards.  NT Support enabled the ID and the user was able to access the FAA web site.

Outage:  6 Minutes

Responsibility:  CSC NT Support

Monday, March 19th 06:15 - 08:58

The CSC Help Desk was informed that the users from ACS were unable to connect to the PELL/RFMS mainframe.  Network Support investigated the problem and discovered that a crossover cable cascade port had failed.  The cascade port was changed and connectivity to the mainframe was re-established.

Outage:  163 Minutes

Responsibility:  CSC Network Support

Monday, March 19th 07:27 - 12:10

Users were unable to access the PELL Production web site.  Operations determined that the connection between CICS and DB2 was not active and they were started out of sequence.  Connectivity between CICS and DB2 was established and the web site was made available to all users.

Outage:  283 Minutes

Responsibility:  CSC Operations

Thursday, March 29th 17:00 - 17:14

Operations was unable to access the PELL Production web site during their routine check.  NT Support discovered that the referred memory could not be read.  The server was rebooted and made accessible to all users.

Outage:  14 Minutes

Responsibility:  ACS

Friday, March 30th 16:15 - 17:45

An ED user was unable to access the new FMS database.  The user cleaned the sfad01/app/oracle/admin/PROD/arch directory and the database became available.

Outage:  90 Minutes
Responsibility:  Accenture
CSC:

For the month of March, PELL/P:

-  System Availability was 100%.
ACTUAL:

For the month of March, PELL/P:

-  System Availability was 100%



For the month of March, PELL/RFMS:

-  System Availability was 99.63%

-  DB2 Availability was 100%

-  New FMS Database Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 99.35%


For the month of March, PELL/RFMS:

-  System Availability was 99.63%

-  DB2 Availability was 100%

-  New FMS Database Availability was 99.80%

-  CICS Availability was 100%

-  Web Server Availability was 98.25%



Software Changes

An upgrade from OS/390 2.4 to OS/390 2.8 is in progress.  Program products are being upgraded and tested on the test LPAR.  The tentative cutover date for the OS/390 2.8 to go into production is May 13.

Plans are being developed to upgrade the Cool:Gen environment to V5.1 .  These plans are in a very early stage and target dates are not yet available.

A Virtual Tape Subsystem (VTS) is being implemented across all SFA mainframe systems. VTS was fully activated and is now in production on PELP and PELD.

Planning session began regarding the migration of the CDSP LPAR onto the PELL CPU.  Weekly conference calls are being conducted.  The merge is planned for the last half of May after the PELL LPAR merge and the PELL OS/390 2.8 upgrade are completed.

Discussions were held with ACS regarding the installation of the new compression software for the TIVWAN.  The new software was downloaded to the mainframe and ACS has begun testing.

PGRFMS production jobs, which are currently run by PSI, are going to be migrated onto the Control-M job scheduler and Control-D output management system.  This phased effort was completed.

Help Desk Report

Apr00
May00
Jun00
Jul00
Aug00
Sept00
Oct00
Nov00
Dec01
Jan01
Feb01
Mar01

Number of Help Desk Calls taken for Pell

43
55
36
25
39
41
58
21
50
32
30
54

% Answered in 30 seconds

83%
79%
90%
83%
84%
89%
77%
75%
95%
80%
78%
72%

Number of Tickets Closed

34
33
24
13
18
20
18
6
11
12
21
40

% Tickets Closed in less than 2 Business Days

100%
100%
92%
92%
83%
100%
100%
100%
100%
100%
100%
100%

Resource Utilization Information

This information is now contained the appendices of this document.

PELL Print Quantities

Month
Images




October 1999
419,272

November 1999
239,775

December 1999
226,188

January 2000
102,765

February 2000
105,874

March 2000
101,349

April 2000
58,674

May 2000
95,424

June 2000
113,764

July 2000
121,790

August 2000
115,568

September 2000
104,662




FY00  Total
1,805,105







October 2000
60,480

November 2000
64,308

December 2000
95,141

January 2001
54,285

February 2001
86,994

March 2001


April 2001


May 2001


June 2001


July 2001


August 2001


September 2001





FY01 Year to Date
361,208

Common SFA

Contractual Issues

Date
Issue
Proposed Resolution
Status

03/29/01
CLIN 0006 Funding
Modification Required
Modification for 3rd quarter funding required. 

01/30/01
Additional Requirement
CSC Proposal Submission
CSC revised proposal for BMC Enterprise, EAI Infrastructure Augmentation and several other tasks submitted 01/30/01.  Price reasonableness format discussions are ongoing.

09/29/00
Funding – CLIN 013
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $125K.  Actual expenses incurred have exceeded $118K.

Technical Issues

UNIX Services - The following actions occurred:

· Performed Veritas data mirroring for su35e6, su35e7, su35e9, and su35e10.

· Reinstalled TNG on hpn3/fafsaws3.

· Powered down HpL4 to reset GSP/Consoul.

· Replaced failed root disk on ED-STAN.

· Performed upgrade to the HP Online Diagram on hpn1, hpn2, hpn3, hpn4 and hpl5.

· Completed upgrade to the HP PDC firmware on hpn3 and hpn4.

· Changed Unix Kernel parameters, rebuilt kernel, and rebooted system for VALOS010.

· Changed Unix Kernel parameters, rebuilt kernel, and rebooted system for VALOS000.

· Performed Veritas data mirroring for su35e1,su35e2, su35e3, su35e5, su35e16, and su35e17.

· Built filesystems and installed Veritas software on su35e5.

· Completed upgrade to the HP PDC firmware on hpn1 and hpn2.

· Added a static route to SFA Title IV WAN mainframe.

· Added xp256 disks to hpl15 and hpl16 in support of bTrade project.

NT Services - The following actions occurred:

· Removed the Alert Management Service from all servers that had it installed. This service is no longer needed because of the Norton Anti-virus centralized updating system now in use.

· Renewed the web site SSL Certificate (Security License) on SAIGPROD.

· Moved the Webtrends application to a more powerful server to improve performance with the increased performance and statistical reporting load.

· Completed the installation of the CSC security standards on the five NSLDS servers.

· Upgraded the version of the CA TNG agent on SFANT002 and SFANT003.

· Compaq replaced a bad CPU board on OMBUDSMAN. Application support group is testing.

· Rebuilt the server to install Version 5.1 of Cool:Gen and Commbridge in support of an application upgrade on NSLDSFAP1.

· Installed performance improvement changes to IIS settings on the five NSLDS servers, as recommended by the application support group.

· Completed the migration of the PEPS/EAPP Production and Test servers to the VDC from Washington, DC. Implemented CSC standards on the two servers.

· Changed security permissions on the five NSLDS servers to allow a Raytheon developer temporary remote access to install application changes.

· Completed the implementation of a Windows 2000 environment for the Rational Rose application. The application support/developers are testing.

System Availability

Network

No Network outages occurred during the month of March.  Network availability was 100%.

CSC:

For the month of March:

-  Network Availability was 100%


ACTUAL:

For the month of March:

-  Network Availability was 100%



OMBUDSMAN

Thursday, March 22nd 14:30 - 17:10

Accenture informed CSC NT Support that users were unable to access the OMBUDSMAN system.  Accenture found a problem with an application function where the end users were unable to attach and detach files.  CSC NT Support rebooted the server to correct the Seibal application.

Outage:  160 Minutes
Responsibility:  Seibal Application
CSC:

For the month of March:

-  System Availability was 100%


ACTUAL:

For the month of March:

-  System Availability was 99.03%



ED-ENTER

Friday, March 9th 14:10 - 23:38

Operations was informed that schools were experiencing disk problems on the ED-ENTER system and they were unable to connect to the system.  It was determined that NCS did not inform CSC that they needed additional space on the system.  Midrange Support brought down the system in maintenance mode to add 3 disks along with 30 extra gigabytes.  After the reboot was completed, Midrange Support and NCS confirmed that the database was functioning properly.

Outage:  568 Minutes

Responsibility:  NCS

CSC:

For the month of March:

-  System Availability was 100%


ACTUAL:

For the month of March:

-  System Availability was 98.70%



SAIGPROD

Wednesday, March 14th 18:30 - 20:00

Operations received a message on the TNG console stating that the SAIGPROD server was not responding.  NT Support discovered that NCS had made some changes, which caused the outage.  The server was rebooted and users were able to access the system.

Outage:  90 Minutes

Responsibility:  NCS

CSC:

For the month of March:

-  System Availability was 100%


ACTUAL:

For the month of March:

-  System Availability was 99.80%



SAIGFTP

Wednesday, March 14th 18:30 - 20:00

Operations received a message on the TNG console stating that the SAIGFTP server was not responding.  NT Support discovered that NCS had made some changes, which caused the outage.  The server was rebooted and users were able to access the system.

Outage:  90 Minutes

Responsibility:  NCS

CSC:

For the month of March:

-  System Availability was 100%


ACTUAL:

For the month of March:

-  System Availability was 99.80%



CPS

Contractual Issues

Date
Issue
Proposed Resolution
Status

03/29/01
CLIN 0005 Funding
Modification Required
Modification to provide 3rd quarter FY 01 funding required. 

09/26/00
Additional Requirement
Modification Required
Funding still required for delayed migration activities under migration CLIN for the B-Table submission of 2/4/00. CSC submitted backup documentation to the Contract Specialist and COTR on 12/21/00 concerning this issue.  

This B-Table update was incorporated into the contract via Modification 8 dated September 18, 2000.  B-Table update reflected the migration date change notice received via E-Mail from D. Elliott on 2/18/99. 

Technical Issues

The CPS Production LPAR has been prepared for incorporation into the SFA Production Parallel Sysplex environment.  The OS/390 upgrade has been completed and insertion into the Sysplex will be scheduled after prerequisite microcode updates are applied.

System Availability

No outages occurred on CPS, DB2, CICS regions or web servers during the month of March.  CPS availability was 100%.

CSC:

For the month of March, CPS:
-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 100%


ACTUAL:

For the month of March, CPS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 100%



Software Changes

The upgrade to the BMC QuickStart program product has been delayed.  The current version must be updated to maintain vendor support.  Further activity for this upgrade will be delayed until NCS has a clear understanding of changes introduced by the new version, and a new Development/Test LPAR has been made available.  Requirements for this new LPAR are being defined.  Upgrade of this product will take place on the Test LPAR first.

The test system is operational on the CPS ImagePlus project for the new CPSD LPAR.  ImagePlus V2.2 is being tested on CPSD.  Upon verification that ImagePlus V2.2 is working, the upgrade to ImagePlus 3.1 will begin.

Preparations are underway to upgrade DB2 to Version 6.  Initial activities are the application of maintenance to DB2 for co-existence and the installation of several Platinum program products (Detector, Log Compress, Log Analyzer and Subsystem Analyzer).

CA7 and CA11 were installed to allow for testing in support of Task Order 64.  This is scheduled to be in a production state by June.

CSC worked with the Neon vendor to obtain and apply temporary passwords to the test region of Shadow Direct to support the JDBC Driver option.

Resource Utilization Information

This information is now contained in the appendices of this document.

CPS Print Quantities

Month
Laser Printing Standard Services
Laser Printing Non-Standard Services
Multiple Part Pages/Self Mailers Standard
Multiple Part Pages/Self Mailers Non-Standard







October 1999
1,888,056
1,888,056
666,131
666,131

November 1999
1,977,522
1,977,522
12,617
12,617

December 1999
10,360,494
10,360,494
1,894,088
1,894,088

January 2000
5,107,636
5,107,636
139,536
139,536

February 2000
4,875,399
4,875,399
745,900
745,900

March 2000
9,088,901
9,088,901
1,886,097
1,886,097

April 2000
9,366,994
9,366,994
3,177,443
3,177,443

May 2000
5,959,679
5,959,679
926,478
926,478

June 2000
4,313,724
4,313,724
813,968
813,968

July 2000
5,092,355
5,092,355
791,193
791,193

August 2000
4,160,253
4,160,253
634,620
634,620

September 2000
2,877,394
2,877,394
467,545
467,545







FY00 Total
65,068,407
65,068,407
12,155,616
12,155,616







October 2000
2,122,219
2,122,219
350,944
350,944

November 2000
4,117,783
4,117,783
899,843
899,843

December 2000
10,626,308
10,626,308
1,982,144
1,982,144

January 2001
2,364,101
2,364,101
369,390
369,390

February 2001
4,496,300
4,496,300
640,028
640,028

March 2001
10,052,392
10,052,392
1,018,059
1,018,059

April 2001





May 2001





June 2001





July 2001





August 2001





September 2001











Year to Date
33,779,103
33,779,103
5,260,408
5,260,408

FFELS

Contractual Issues

Date
Issue
Proposed Resolution
Status

03/29/01
CLIN 0005 Funding
Modification Required
Modification to provide 3rd quarter FY 01 funding required.

11/30/00
Travel Funding
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $70K.  Actual expenses incurred have exceeded $59K.

Technical Issues

There are no technical issues to report for FFELS for March.

System Availability

No outages occurred on the FFEL system, IDMS, CICS or Wage Garnishment server during the month of March.  FFELS availability was 100%.

CSC:

For the month of March, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 100%
ACTUAL:

For the month of March, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 100%

Software Changes

Production cutover to version 14.1 of CA-IDMS and IDMS-related products was completed on March 11.

CDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

03/29/01
CLIN 0005 Funding
Modification Required
Modification to provide 3rd quarter FY 01 required. 

11/30/00
Travel Funding
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $40K.  Actual expenses incurred have exceeded $31K.

Technical Issues

There are no technical issues to report for CDS for March.

System Availability

No outages occurred on CD System or CICS region in the month of March.  CDS availability was 100%.
CSC:

For the month of March, CDS:

-  System Availability was 100%

-  CICS Availability was 100%


ACTUAL:

For the month of March, CDS:

-  System Availability was 100%

-  CICS Availability was 100%



Software Changes

The upgrade from OS/390 2.4 to OS/390 2.10 is on hold pending final decision regarding the future of the FARS application on the mainframe.

A Virtual Tape Subsystem (VTS) is being implemented across all SFA mainframe systems. VTS is scheduled to be fully activated for production in April.

System Program products supporting the CDS application are being removed from the system.  The use of these products has been terminated.  Target completion for deletion of all associated system datasets is scheduled for 4/1/2001.

Coordination and implementation began on deletion of all DB2 and DB2-related datasets as the customer no longer needs DB2.

EVEA

Contractual Issues

Date
Issue
Proposed Resolution
Status

12/11/00
New SOO/Task
Modification Required
Proposal submitted on 12/11/00 for the Project and Performance Maintenance task  for the period 10/30/00 through 10/31/01.

9/29/00
Change in Scope
Modification Required
Scope revision anticipated for the Performance Measurement task (subtask of the Modernization Blueprint task).  CSC anticipates revised SOO to affect schedule, scope, and price.  ROM estimate is currently $24k for additional funds required. 

Technical Status

· Modernization Blueprint

· Developed work plans, as directed, for leveraging value from CSC work to date.

· Performance Management and Reporting

· Implementation of Web-enabled Oracle based tracking system completed

· Working as a maintenance activity

· Tracking and implementing new functionality and bug fix requests

· Hosting application development and deployment at Virtual data center

· Data Modeling

· Converted CEDM from PowerDesigner to Rational Rose, delivered 3/23/01.

· Review process and provided feedback on Data Management issues

· Reviewed Single School Identifier approach 
· Rational Software Support

· Sub-contracted to Rational Corporation
· 3rd Party Test

· Defining as-is operation

· Working to define Concept of Operations

SFA Project Management Issues

Current Activities

CBS
Currently, the new and old CBS are running in parallel.  CBS is testing the Citrix solution.  CBS is also in the process of procuring additional licenses for the Access database. The netbios issue has been resolved.  The CBS server migration is scheduled for the end of April.




LO Imaging
CSC delivered a proposal to support the New Imaging system for the LO system on February 16, 2001.  SFA requested clarification on the proposal and it was resubmitted on March 14, 2001.  Currently, SFA is reviewing the resubmitted proposal.  CSC is awaiting authorization to proceed with implementation of new environment.

Control M and Control D
SFA, CSC, and ACS have completed the implementation of Control-D.  The Control-D product web-enabled the output distribution and decreased the print output currently required for the system.  The Control-M scheduling project is in production.

Pell Production Web Server
ACS is in the process of upgrading to the current version of communication software between the web server and the Pell mainframe.  The upgrade is scheduled to be completed by mid-April.

SFA University Migration
CSC has met with representatives from SFA University and SFA-CIO to begin the planning of the migration of the web site to the VDC.  Due diligence has been completed and a project plan for the migration was delivered to SFA on February 20, 2001. SFA University is reviewing the cost attribution from SFA-CIO and the migration plan from CSC.  Migration meetings are anticipated to begin in April.  Migration is targeted for mid-May.

PEPS
The PEPS EAPP server upgrade has been completed.  CSC also delivered recommendations for the PEPS environment to include an OS upgrade, migration to VDC standard back-up solution, and provide full system administration support.  SFA is reviewing these recommendations.  An April meeting is scheduled with the business owner and CIO to review CSC's recommendations and timelines.

TIVWAN
CSC made available the test environment to NCS in accordance with the project schedule. To meet the hosting requirements, CSC is redeploying processing capacity already dedicated to Student Financial Assistance (without impact to the existing environment). CSC is corresponding with SFA's contracts group to obtain authorization to proceed.

CDS Retirement
SFA's Direct Loan Program management has approved CSC's T.O. modification. CSC is awaiting official approval of the T.O. modification.

CPS Issues
Additional optical capacity services, Endeavor to replace Panvalet, and Additional DASD - CSC provided a proposal to SFA. CSC is awaiting contracts authorization in order to proceed.

OIG Audit
CSC provided a response to each of the IG auditors findings.  CSC is either addressing the VDC-related findings or it has agreed with SFA's IT Services that the issue requires no further action by CSC. 

FAFSA Express
CSC is awaiting contract authorization on this project.  Students Channel (Nina Colon) indicated that there is only one FTS2001 vendor problem outstanding and that the service will be going into production shortly. Nina will contact CSC when the system is ready to go into production.

FFELS Routers
CSC is awaiting contract authorization to proceed with installation of new routers on the 8 agencies that won the rebid and will continue to require connectivity. To meet SFA's timeline requirements for the 5 new agencies, 5 routers have been installed and are operational - CSC is still awaiting contract pricing authorization for this service.

FOTW and Student Pin Site
The week of peak processing has concluded and sufficient capacity was available. As volumes have fallen by over 50% since the peak week, CSC is ramping down the temporary capacity. Capacity planning is being initiated for the expected August peak with Students Channel.

Integrated Test Environment (4-SUN 220R's)
CSC has received conditional authorization to proceed from SFA contracts.  CSC is currently contacting vendors in anticipation of an April 30 delivery into SFA's VDC environment.

Trip Report

The following travel-related expenses were incurred during the month of March.

Name
Dates
Cities
Purpose
Accomplishments
Authorized By

Ed Linhares
3/19/01
Falls Church, VA to Minneapolis, MN
Technical assessment of Microstrategy products
Attended vendor presentation
Carolyn Dickens


3/21/01 - 3/22/01
Falls Church, VA to Meriden, CT
SFA Traditions Program
Attended and supported program
Carolyn Dickens

Jerry Ryznar, Jeff Robinson
3/6/01 - 3/10/01
Lanham, MD to Houston, TX
Direct Loan Conference
Attended conference
Carolyn Dickens


3/21/01 - 3/22/01
Lanham, MD to Meriden, CT
SFA training
Participated in training session
Carolyn Dickens


3/27/01 - 3/28/01
Lanham, MD to Meriden, CT
SFA SSO site visit
Hosted SFA SSO for site visit
Carolyn Dickens

Jerry Ryznar
3/19/01
Lanham, MD to Minneapolis, MN
Technical assessment of Microstrategy products
Attended vendor presentation
Carolyn Dickens






















Disaster Recovery Test Dates

Test 
Target Systems
Test Hours
Recovery Test Date
Recovery

Location
Status

DLOS

LO Prod

LC Dev
48


Monday 05/21/01 02:30
Carlstadt

N.J.
1. The planning process for this test commenced on 3/20/01.  

2.  Team members include staff from SFA, CSC and EDS.  

3.  Weekly meetings are held every Tuesday at 2:00 PM.

2.  We are on target with no major issues to report.

3.  DLOS was successfully tested May 10, 2000.


LO Web 


Carlstadt,

N.J


NSLDS


NSLDS Prod
48


Thursday 06/21/01 02:30
North Bergen, N.J.
1.  The planning process for this test commenced on 4/12/01.  

2.  Team members include staff from SFA, CSC and Raytheon.

3.  Weekly meetings are held every Thursday at 2:00 PM. 

2.  We are on target with no major issues to report.

3.  NSLDS was successfully tested June 25, 2000.


FAP2


32
Thursday 06/21/01 17:30
Carlstadt,

N.J



FAPT1


Carlstadt,

N.J


CDS
CDS
24
Saturday

7/28/01

02:30
North Bergen, N.J.
1.  The planning process for this test will commence on 4/18/01 at 1:00 PM.

2. Team members will include staff from SFA, CSC and ACS.  

3.  Going forward, the day and time of the weekly meetings is TBD.

2.  CDS was successfully tested July 22, 2000.

3.  FFEL was successfully tested July 5, 2000.


FFEL
24

North Bergen, N.J.



Wage Garnishments
48
Friday

7/27/01

02:30
Carlstadt,

N.J


Pell


FMS


48
Wednesday 09/12/01 08:30
Carlstadt,

N.J
1.  The planning process has not yet begun for this test.

2.  Pell was successfully tested October 13, 2000.


Pell Prod
24
Thursday 09/13/01 08:30
North Bergen, N.J.


CPS


CPS
24


Monday 10/01/01 02:30


North Bergen, N.J.
1. The planning process has not yet begun for this test.

2.  CPS was successfully tested September 13, 2000.


SAIG - Title IV Wan
48


Sunday 09/30/01 02:30


Carlstadt,

N.J



FAFSA (4 HP's)
48


Sunday 09/30/01 02:30


Carlstadt,

N.J



Pin Site
48


Sunday 09/30/01 02:30 47hrs
Carlstadt,

N.J


Common


EASI


32
Monday 11/12/01 08:30 32hrs
Carlstadt,

N.J
1.  The planning process has not yet begun for this test.

2.  The PEPS system was successfully tested  December 9, 2000.  


Ombudsman


Carlstadt,

N.J



Nokia Firewall (VPN)


Carlstadt,

N.J



PEPS
23
Tuesday

11/13/01

08:30 23hrs
Carlstadt,

N.J



EAPP


Carlstadt,

N.J



Citirx


Carlstadt,

N.J


















