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NSLDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

09/30/00
CLIN 004 Funding
Modification Required
Modification required to correct Modification 13 funding amount provided. Funding required for CLIN 004 was $133,983 versus $134,008.99.  

08/31/00
CLIN 013 Travel
Modification Required
Modification required to increase travel NTE   by $50k to a new total of $175k.  Actual costs to date exceeds $120k. 

Technical Issues

There were no technical issues for NSLDS in September.

System Availability

No outages occurred on the NSLD system, DB2, CICS, or NSLDS servers during the month of September. NSLDS availability was 100%.

CSC:

For the month of September, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  NSLDSFAP2 Availability was 100%
ACTUAL:

For the month of September, NSLDS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  NSLDSFAP2 Availability was 100%

Software Changes

The upgrade of the NSLDS production LPAR (NSLP) to OS/390 2.10 was successfully completed 9/15.  There were no outages due to this upgrade.

CA-Unicenter TNG agents are being installed in a System Test environment.  Once thoroughly tested, this suite of agents will interface with a TNG server to provide enhanced operational and performance monitoring capabilities. Network Support Management has requested that TNG Agent Software to the OS/390 be installed.  The products have been received from the Software Factory and the installation is in process.

Easy Access was upgraded to Versions 140 and 146.  Version 140 was distributed to support problems reported with Version 138 and Version 146 was distributed to support problems with Version 140.  This code was in the unit testing phase with applications support and was cut into production on 9/19.

MQ Series was installed on NSLS, NSLT and NSLP. There are still some outstanding issues that are in the process of being addressed with management.

Service Disk for OS/390 Version 1.2 was installed on the NSLS LPAR and we are awaiting approval to move this code to the NSLT LPAR.  This upgrade was requested by the Raytheon support group.

Security Information

The NSLDS User Summary Report for September:

Total ED Users
1776

Total School Users
25,845

Total GA Users
1051

Total PIC Users
574

Total VDC Users
185

All Other Users
1051

Total Users
30,482




Total Revoked
9983

Total CICS Users
30,031

Total TSO Users
1734

Resource Utilization Information

This information is now contained in the appendices of this document.

NSLDS Print Quantities

Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports







October 1999
2,934
9,440
2,215
0

November 1999
720
575
0
6266

December 1999
3,766
24
0
0

January 2000
1,086
939
0
0

February 2000
3,150
0
6,452
0

March 2000
3,033
232
0
9,058

April 2000
3,384
0
0
0

May 2000
2,902
0
0
0

June 2000
2,851
0
0
0

July 2000
2502
0
0
0

August 2000
3213
0
0
0

September 2000
2778
0
0
0







FY00 Total
32,319
11,210
8,667
15,324







Month
Cut Sheet Laser Printing
AD Hoc BUD Reports
BUD Reports
Tracking of Green (RR) Cards/BUD NOBUD Reports

October 2000
3,279
0
2,994
0

November 2000
2,148
0
0
635

December 2000
3,296
0
0
0

January 2001
2,204
0
0
0

February 2001
2,964
0
1,114
0

March 2001
3,002
0
3,984
916

April 2001
3,301
0
0
0

May 2001
2,045
0
0
0

June 2001
3,540
0
0
0

July 2001
3,336
0
0
0

August 2001
3,251
0
0
0

September 2001
2,829
0
1,145








FY01 Year to Date
35,195
0
9,265
1,551

PEPS
Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

9/30/00
Administrative Correction
Modification 
Admin correction required for Modification 7.  Mod 7 references exercise of CLIN 05 instead of FY01 CLIN 06. 

4/1/00
GFI Shipment
Exercise CLIN 14
DOEd is requested to exercise CLIN 14 for GFI shipment services previously performed for the DOEd. Invoice has already been paid by DOED 

4/1/00
Administrative Correction
Modification 
Admin correction required for Modification 4 & 5 to correct CLIN and Funding typo.   



Technical Issues

Installed the EAI architecture, MQSeries on HPK2 and confirmed the installation.

System Availability

No outages occurred on PEPS, database or web server during the month of September.  PEPS availability was 100%.

CSC:

For the month of September, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 100%


ACTUAL:

For the month of September, PEPS:

-  System Availability was 100%

-  Database Availability was 100%

-  Web Server Availability was 100%



DLOS
Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

Technical Issues

There were no technical issues for DLOS in September.

System Availability

On Wednesday 9/13 at 19:26 on DLOS/LO one of the 10 processors took a hardware error. The system performed an automatic reboot and availability was restored. The system can function with only 9 processors so a change was scheduled and completed to replace the failed processor during the following weekend maintenance window. This was a 45 minute outage.
On Wednesday 9/19 at 08:17 on both DLOS/LO and DLOS/LC web servers, a virus was trying to access executable files that did not exist, causing a resource space problem. It was decided to add another daemon to the unsecured server. This would increase the amount of resource space. The timeout of a request was also adjusted from 5 minutes to 2 to alleviate the problem. This was a 24 minute outage. An Intrusion Report was forwarded to SFA/CIO security.
On Thursday 9/20 at 20:55 on the DLOS/LC web server, an attempt to kill a process by EDS application support to restore adequate performance during high peak utilization, caused the server to crash and perform an automatic reboot. This was a 29 minute outage.

On Friday 9/21 at 15:20 on the DLOS/LC web server, an attempt to kill a process by EDS application support to restore adequate performance during high peak utilization caused the server to crash and perform an automatic reboot. This was a 17 minute outage.

On Thursday 9/27 at 12:55 on the DLOS/LC web server, an attempt to kill a process by EDS application support to restore adequate performance during high peak utilization caused the server to crash and perform an automatic reboot. The automatic reboot was not successful. It was then determined  that a hard reboot was needed and performed. Permission was granted for an emergency change scheduled from 05:00 – 07:00 on 9/28 to install patches and change Kernal parameters. This was a 242 minute outage.

On Friday 9/28 at 11:34 and 14:46 on the DLOS/LC web server, an attempt to kill a process by EDS application support to restore adequate performance during high peak utilization caused the server to crash and perform an automatic reboot. The change performed earlier this morning allowed the server to stay live for a longer period while the process was being killed but with the same end result. These were 11 and 4 minute outages.

On Sunday 9/30 at 11:00 on the DLOS/LC web server, an attempt to kill a process by EDS application support to restore adequate performance during high peak utilization caused the server to crash and perform an automatic reboot. This was a 39 minute outage.

1st Outage:  45 Minutes

Responsibility: CSC

2nd Outage:  24 Minutes

Responsibility:  CSC

3rd – 8th Outages:  342 Minutes

Responsibility:  EDS Application Support

CSC:

For the month of September, DLOS/LC:

-  System Availability was 100%

-  Database Availability was 100%

- Web Server Availability was 99.94%
ACTUAL:

For the month of September, DLOS/LC:

-  System Availability was 99.89%

-  Database Availability was 100%

-  Web Server Availability was 99.12%

For the month of September, DLOS/LO:

-  System Availability was 99.89%

-  Database Availability was 100%

-  Web Server Availability was 99.94%
For the month of September, DLOS/LO:

-  System Availability was 99.89%

-  Database Availability was 100%

-  Web Server Availability was 99.94%

PELL

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

Technical Issues

There were no technical issues for PELL in September.

System Availability

Due to increased functionality provided through recent application enhancements, the RFMS PELL Production web server experienced intermittent performance problems throughout the month. An upgrade to the Coolgen software is planned as one measure to address this problem. All outages listed below showed the same symptoms and required a reboot of the server.

1st Outage: On Wednesday 09/05 at 09:55 - duration  33 minutes

2nd Outage: On Monday 09/17 at 15:48      - duration  12 minutes

3rd Outage: On Friday 09/21 at 12:30          - duration  62 minutes

4th  Outage: On Thursday 09/27 at 11:05    - duration 108 minutes

5th  Outage: On Friday 09/28 at 16:42         - duration 102 minutes

                                                              Total duration 317 minutes

Responsibility: Application Software 

For the month of September, RFMS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 100%


For the month of September, RFMS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICS Availability was 100%

-  Web Server Availability was 99.24%



Software Changes

Discussions were held with ACS regarding the installation of the new compression software for the TIVWAN.  The new software was downloaded to the mainframe and ACS has begun testing.

Received notice from the client that the SAS Tutor option can be cancelled.  The SAS Tutor option cannot officially be removed until the new passwords are received from SAS.  Current passwords expire at the end of May but there is grace period after expiration in case the new passwords have not been received.

The new INCONTROL V6.03 was installed on the PELS and PELD LPARs.  There are still exits and other issues to be worked out prior to end user testing.

Easy Access was upgraded to Versions 140 and 146.  Version 140 was distributed to support problems reported with Version 138 and Version 146 was distributed to support problems with Version 140.  This code was in the unit testing phase with applications support and was cut into production on 9/19.

Both RFMS and PELS were incorporated into the MIMTAPE system.  All of the SFA systems have been incorporated into MIMTAPE except for CPS.

Help Desk Report

Oct00
Nov00
Dec01
Jan01
Feb01
Mar01
Apr01
May01
Jun01
Jul01
Aug01
Sept01

Number of Help Desk Calls taken for Pell

58
21
50
32
30
54
37
43
50
38
34
45

% Answered in 30 seconds

77%
75%
95%
80%
78%
72%
69%
68%
82%
94.74%
93.10%
80%

Number of Tickets Closed

18
6
11
12
21
40
21
18
20
31
14
23

% Tickets Closed in less than 2 Business Days

100%
100%
100%
100%
100%
100%
100%
100%
100%
100%
100%
100%

Resource Utilization Information

This information is now contained the appendices of this document.

PELL Print Quantities

Month
Images




October 1999
419,272

November 1999
239,775

December 1999
226,188

January 2000
102,765

February 2000
105,874

March 2000
101,349

April 2000
58,674

May 2000
95,424

June 2000
113,764

July 2000
121,790

August 2000
115,568

September 2000
104,662




FY00  Total
1,805,105







October 2000
60,480

November 2000
64,308

December 2000
95,141

January 2001
54,285

February 2001
86,994

March 2001
18,384

April 2001
17,808

May 2001
11,925

June 2001
7,570

July 2001
8,500

August 2001


September 2001





FY01 Year to Date
425,395

Common SFA

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Partial Closeout


Modification Required
Partial Closeout modification pending for all items below. T&M tasks excluded with   performance extended until 9/30/02. Negotiations for New Transformation Task Order were completed on 9/29/01.  

09/29/00
Funding – CLIN 013
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $125K.  Actual expenses incurred have exceeded $118K.

Technical Issues

UNIX Services - The following actions are scheduled:

· Performed a software upgrade on HPV1 by installing a patch.

· Moved SAN disks on HPV1, HPV2 and ED_STAN.

· Moved the Acronym Servlet application from development to production on su35e9 and su35e13.

· Rebuilt su35e3 with Solaris 7 and placed on the production net.

· Installed CommerceQuest enableNet DataIntegrator on su35e16.

· Added HPN 13, 14, 15 and 16 to production.

· Released eCBS system to production on su35310, su35e12, su35e9, su35e13, and HPV2.

· Installed SCM client on lcweb-t and loweb-t.

· Put Btrade into production on HPL15 and HPL16.

· Performed a cold database backup on FAFSA.

· Replaced a system board on su35e15.

· Added 3~5GB of space to the filesystem on su35e5.

· Installed SSL Encryption card in HPN7. 

NT Services - The following actions occurred:

· Changed Omniback version to 3.5 to enable support for the DLT tape drive for disaster recovery backups for PellCTD, SAIGFTP and SAIGPROD.

· Reenabled long file name to test Tomcat Service per Application Support change request on RATIONAL.

· Removed MSIndex, Front Page and other unnecessary services on NSLDSFAPT1, NSLDSFAP2 and NSLDSPROD

· Installed Oracle 8.1.6 on RATIONAL.

· Updated P Message on the web page per Application Support change request on PellPROD.

· Installed Tripwire 2.4 on NSLDSDEV and SFANT024.

· Upgraded to new web page per Application Support request on PellPROD.

· Moved SAIGDEV to VDC SFA domain.

· Installed and tested SCSI cards, cables and drivers to support the full implementation of the HP Tape Library on PellCTD and NSLDSFAP1.

· Installed Autotask 2000 software to address the autologon OIG audit issue on Webtrends, SFANT011, NSLDSDEV, NSLDSPROD, NSLDSFAPT1 and NSLDSFAP2.

· Updated the index web page per the Application Support change request on Ombudsman.

· Installed MS patches Q269214 and Q265714 and upgraded the Citrix Metaframe software to Service Pack 3 on SFANT024.

· Changed the award year posting HTML on the web page and performed maintenance on pellgrantsonline.ed.gov per Application Support change requests.

· Installed MS Hotfix MS01-048 for NT low priority security alert on 

SAIGDEV

Btrade DEV

PellDEV

RATIONAL

EASIDEV

ELIGTEST2

SFANT001

SFANT006

MRDDOENT01.

System Availability

Network

On Tuesday 9/25 at 12:10, there was a degradation to network connectivity that affected SFA contractors' access to the VDC. The main external router had a hardware problem. The power supply was replaced and a reboot was tried unsuccessfully. The interface cards were then swapped to a spare router, configuration was loaded and verified to restore connectivity. Internet or customer access was not interrupted. This was a 159 minute degradation.
CSC:

For the month of September:

-  Network Availability was 100%


ACTUAL:

For the month of September:

-  Network was 100%



IFAP School Portal

On Friday 9/07 at 14:40 connectivity was lost to the server. A reboot was performed but did not resolve the problem. It was discovered that a full restore was needed to recover the Oracle directory. The restore and another reboot were performed and connectivity was recovered. This was a 455 minute outage.

On Monday 9/10 at 16:50 an unplanned outage occurred when the system administrator was applying security patches to the server. This was a 50 minute outage.
1st Outage: 455 minutes

Responsibility: CSC



2nd Outage: 50 minutes

Responsibility: CSC



CSC:

For the month of September:

-  Web Server Availability was 98.82%


ACTUAL:

For the month of September:

-  Web Server Availability was 98.82%



FMS

On Wednesday 9/26 at 06:55 connectivity was lost. Support personnel restarted the listener file and the Oracle manager to restore the connection.

Outage: 148 minutes

Responsibility: CSC

CSC:

For the month of September:

-  Web Server Availability was 98.12%
ACTUAL:

For the month of September:

-  Web Server Availability was 98.12%

SFA to the Internet / Btrade

Between 9/24 and 9/29 several outages listed below occurred that were cleared by pinging the address to awaken the switch. On 10/01 an emergency change was scheduled and completed to swap out the bad switch.

09/24 at 19:10 for a duration of 95 minutes

09/25 at 09:00 for a duration of 105 minutes

09/27 at 02:40 for a duration of 8 minutes

09/27 at 15:26 for a duration of 15 minutes

09/27 at 23:10 for a duration of 10 minutes

09/28 at 17:45 for a duration of 15 minutes

09/29 at 07:00 for a duration of 17 minutes

09/29 at 19:34 for a duration of 21 minutes

Total outage time is 286 minutes

Outage: 286 minutes
Responsibility: CSC

CSC:

For the month of September:

-  Web Server Availability was 98.63%
ACTUAL:

For the month of September:

-  Web Server Availability was 98.63%

CPS

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

09/26/00
Additional Requirement
Modification Required
Funding still required for delayed migration activities under migration CLIN for the B-Table submission of 2/4/00. CSC submitted backup documentation to the Contract Specialist and COTR on 12/21/00 concerning this issue.  

This B-Table update was incorporated into the contract via Modification 8 dated September 18, 2000.  B-Table update reflected the migration date change notice received via E-Mail from D. Elliott on 2/18/99. 

Technical Issues

The Disaster Recover Test is scheduled for 10/1 and tape back-ups from 9/16 will be used.

The CPS/FFEL CPU consolidation project was started and the Project Plan is being developed.

System Availability

No outages occurred on CPS, DB2, CICS regions or web servers during the month of September.  CPS availability was 100%.

CSC:

For the month of September, CPS:
-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 100%


ACTUAL:

For the month of September, CPS:

-  System Availability was 100%

-  DB2 Availability was 100%

-  CICSPODM Availability was 100%

-  CICSPRD2 Availability was 100%

-  Web Server Availability was 100%



Software Changes

The ImagePlus V3.1 upgrade was successfully completed on 9/9.

MQ Series was installed on NSLS, NSLT and NSLP. There are still some outstanding issues that are in the process of being addressed with management.

Easy Access was upgraded to Versions 140 and 146.  Version 140 was distributed to support problems reported with Version 138 and Version 146 was distributed to support problems with Version 140.  This code was in the unit testing phase with applications support and was cut into production on 9/19.

Catalog Solution 8.6.2 with toolkits was installed and implemented on all SFA LPARs except CDBD.

The QMF (Query Management Facility) is scheduled to be upgraded for DB2 to V6.1.1 on both CPSP and CPSD on 9/30.

The BMC performance products (Extended Buffer Manager V4.5.0, Activity Manager V4.5.0, Opertune V3.2.01) are scheduled to be upgraded for DB2 on both CPSP and CPSD on 9/30.

Issues with Xpediter TSO V7 and DB2 Stored Procedures Support are in the process of being resolved.

Resource Utilization Information

This information is now contained in the appendices of this document.

CPS Print Quantities

Month
Laser Printing Standard Services
Laser Printing Non-Standard Services
Multiple Part Pages/Self Mailers Standard
Multiple Part Pages/Self Mailers Non-Standard







October 1999
1,888,056
1,888,056
666,131
666,131

November 1999
1,977,522
1,977,522
12,617
12,617

December 1999
10,360,494
10,360,494
1,894,088
1,894,088

January 2000
5,107,636
5,107,636
139,536
139,536

February 2000
4,875,399
4,875,399
745,900
745,900

March 2000
9,088,901
9,088,901
1,886,097
1,886,097

April 2000
9,366,994
9,366,994
3,177,443
3,177,443

May 2000
5,959,679
5,959,679
926,478
926,478

June 2000
4,313,724
4,313,724
813,968
813,968

July 2000
5,092,355
5,092,355
791,193
791,193

August 2000
4,160,253
4,160,253
634,620
634,620

September 2000
2,877,394
2,877,394
467,545
467,545







FY00 Total
65,068,407
65,068,407
12,155,616
12,155,616







October 2000
2,122,219
2,122,219
350,944
350,944

November 2000
4,117,783
4,117,783
899,843
899,843

December 2000
10,626,308
10,626,308
1,982,144
1,982,144

January 2001
2,364,101
2,364,101
369,390
369,390

February 2001
4,496,300
4,496,300
640,028
640,028

March 2001
10,052,392
10,052,392
1,018,059
1,018,059

April 2001
5,993,062
5,993,062
535,002
535,002

May 2001
5,403,660
5,403,660
558,995
558,995

June 2001
4,966,218
4,966,218
587,911
587,911

July 2001
3,622,116
3,622,116
502,780
502,780

August 2001
3,930,112
3,930,112
564,760
564,760

September 2001
3,214,975
3,214,975
489,261
489,261







Year to Date
61,733,122
61,733,122
8,499,077
8,499,077

FFELS

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

11/30/00
Travel Funding
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $70K.  Actual expenses incurred have exceeded $59K.

Technical Issues

The CPS/FFEL CPU consolidation project was started and the Project Plan is being developed.

Work is continuing on Task Order #64, using CPS Connect:Direct to transmit data between FFEL and the Treasury.

System Availability

On Wednesday 9/13 at 07:09 CV20 IDMS region was recycled due to the storage pool being full. User job TDFLM007 was doing a large amount of updating and not issuing commits frequently enough. This was a 3 minute outage.

Outage:  3 Minutes

Responsibility:  FFEL Application Support

CSC:

For the month of September, FFELS:

-  System Availability was 100%

-  IDMS Availability was 100%

-  CICS Availability was 100%

-  Server Availability was 100%
ACTUAL:

For the month of September, FFELS:

-  System Availability was 100%

-  IDMS Availability was 99.99%

-  CICS Availability was 100%

-  Server Availability was 100%

Software Changes

The FFEL OS/390 2.10 upgrade project has begun and the Project Plan is being developed.

CDS

Contractual Issues

Date
Issue
Proposed Resolution
Status

9/29/01
Closeout


Modification Required
Closeout modification pending for all items below. Negotiations for New Transformation Task Order were completed on 9/29/01.  Activities to continue on the new task order.

11/30/00
Travel Funding
Modification Required
CSC requests the Travel CLIN NTE be increased and funded to $40K.  Actual expenses incurred have exceeded $31K.

Technical Issues

There were no technical issues for CDS in September.

System Availability

Multi Image Manager (MIM) was recently installed to control tape drive allocations on all the SFA systems. On Wednesday 9/26 at 23:10 outstanding messages were found on the NSLDS test LPAR causing MIM to suspend tape processing on the CDB production LPAR until these messages were cleared. Prior to MIM installation this type of cross system effect did not occur, so active monitoring of these test consoles was not a priority. The delay in tape processing caused the startup of the FARS online to be delayed by four hours and 22 minutes. Operational procedures are in place to prevent this from happening in the future. This was a 262 minute outage.
Outage:  262 Minutes
Responsibility: CSC
CSC:

For the month of September, CDS:

-  System Availability was 100%

-  CICS Availability was 99.38%


ACTUAL:

For the month of September, CDS:

-  System Availability was 100%

-  CICS Availability was 99.38%



Software Changes

There were no software issues for CDS during September.

EVEA

Contractual Issues

Date
Issue
Proposed Resolution
Status

8/30/01
Partial Closeout


Modification Required
Partial Closeout modification pending. Previous T&M tasks excluded with performance extended until 9/30/02. Negotiations for New Transformation Task Order were completed on 9/29/01.  New tasks to be placed  on the new task order.






Technical Status

· Modernization Blueprint

· Developed work plans, as directed, for leveraging value from CSC work to date.

· Ombudsman

· Implement changes, as requested, to Ombudsman web site

· Performance Management and Reporting

· Implementation of Web-enabled Oracle based tracking system completed

· Working as a maintenance activity

· Tracking and implementing new functionality and bug fix requests

· Hosting application development and deployment at Virtual data center

· Additional capabilities requested for next Fiscal Year

· Implemented and tested Active Flag in support of new FY processing

· Data Modeling

· Review process and provided feedback on Data Management issues

· Assist Data Standardization Team with Standards and Procedures

· Briefing and training of SFA personnel on Data Standardization

· Reviewing government Enterprise Architecture plan

· Rational Software Support

· Sub-contracted to Rational Corporation
· Providing Customer Management Support Assistance
· Acquiring additional Rational Licenses at customer request
· Providing additional training as requested
· 3rd Party Test

· No further Activity at this time

SFA Project Management Issues

Current Activities

SAN

DLOS
The lack of available storage issue has been resolved.  SFA approved the purchase of additional DASD.  CSC has procured, installed, and allotted DASD to satisfy all channel requests.

SFA has approved the upgrade of LO to one HP N-Class (prod) and one HP A-Class thus retiring the HP T-660’s.  The upgrade is estimated to be completed by mid-December.

RFMS
Meetings are under way to upgrade the RFMS database and possibly re-host the system on the Storage Area Network and an upgraded Unix system.

Pell System
Pell OS 390 upgrade is complete.  The Pell OnLine web site is scheduled to upgrade Cool:Gen 4.1 to 5.1. CSC is awaiting App Dev work.  The Pell Disaster Recovery Test was cancelled due to the events of Sept 11.  CSC is in contact with Comdisco to reschedule the missed test. 

PEPS

COD

Citrix


PEPS Disaster Recovery meetings have commenced.  The test is scheduled for mid-November.

CSC has received authorization to procure and secure connectivity to TSYS in Columbus, GA. CSC had the connectivity completed in October.  CSC provided pricing comparison for the use of ATM versus T-1 or Frame.  SFA has asked CSC to convert the existing IMUX solution to ATM by Nov 18.  All activity is on schedule at this time.  

Citrix on the Web for PEPS is completed and in production.

TIVWAN
CSC made available the test environment to NCS in accordance with the project schedule. To meet the hosting requirements, CSC will redeploy processing capacity already dedicated to Student Financial Assistance (without impact to the existing environment).  Final requirements (ISP Bandwidth, CPU capacity) of the application will not be determined until the application begins production migrations.

CPS Issues
Additional optical capacity services, Endeavor to replace Panvalet, and Additional DASD - CSC provided a proposal to SFA. CSC is awaiting contract authorization in order to proceed on all initiatives, except for the Endeavor upgrade, which was authorized by SFA.

FAFSA Express
CSC is awaiting contract authorization on this project.  Students Channel (Nina Colon) indicated that there is only one FTS2001 vendor problem outstanding and that the service will be going into production shortly. Nina will contact CSC when the system is ready to go into production.

FFELS Routers
To meet SFA’s timeline requirements for the 5 new agencies, 5 routers have been installed and are operational – CSC is still awaiting contract pricing authorization for this service.

FASFA on the Web
CSC received funding authorization from SFA. CSC provided the HP development servers on time and the required stress test servers on September 17th, per the project plan.

DCS Website
CSC presented service options to the DCS team. The option that added no incremental costs to SFA was selected. CSC is awaiting SFA’s NSWO authorizing a change to cost allocation before migrating the application into the data center.

Disaster Recovery Status Report

DLOS
Distributed Final post test document 



NSLDS
Distributed Final post test document 



CDS
Created posttest document ‘draft’.

Modify ‘draft’ as necessary. Distribute FINAL document. 

FFEL


Create and distribute posttest document ‘draft’. Schedule meeting mid September to review. 

PELL
The disaster recovery test scheduled to begin on 9/12 was ‘bumped’ due to events of 9/11 and the number of declaration at Comdisco

Working with Comdsico for rescheduling of this test.

CPS
DoED contact has been assigned however there is ‘no government sponsor’ for this test. SAIG cannot test due to conflicting activities. NCS and DoED have agreed ‘not’ support application testing for this test. CSC will move forward with the recovery to meet contractual obligations. 

Conduct  CPS/FOTW/Pinsite/SAIG TIV WAN/SAIGPROD/SAIGFTP as scheduled. No 3rd party or DoED application testing.

PEPS/EAPP
Conducted kickoff meeting for the PEPS/EAPP 11/13 DR test. Scheduled weekly meetings. Initiated contact with DoED project lead and began the test planning process.

Establish goals and objective and recovery team.

EASI
Conducted kickoff meeting for the PEPS/EAPP 11/13 DR test. Scheduled weekly meetings. Initiated contact with DoED project lead and began the test planning process.

Establish goals and objective and recovery team.

Ombudsman


Scheduled Kickoff meeting. Initiated contact with DoED project lead and began the test planning process.

ACS
DoED has requested CSC provided Network support for a re-test of the ACS DR exercise conducted in Aug.

Provide remote Network support for ACS re-test. Date TBD.

DoED


Continue to address ongoing modifications to Midrange DR plan. Get copies of all updated plans stored off-site.

DoED
Reviewing NT Server requirements vs Comdisco contract.

Continue to review NT requirements. Adjust contract as necessary.

















